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 Revealing Impact of Spiro-
based Derivatives Structure 
on Perovskite Stability 

Abstract Perovskite solar cells is a rapidly developing photovoltaic technology, which has achieved high 

power conversion efficiencies but still doesn’t provide long-term operational stability. Recently 

it was shown, that the hole-transport material can affect the stability of perovskites that is why 

plenty of works focus on developing various new p-type molecules for this purpose. The spiro-

based derivatives are widely used as hole-transport materials in perovskite solar cells. Herein 

we report the influence of the structure of spiro-based molecules on the photostability of thin 

perovskite films. We demonstrate that the stability of perovskite films covered by spiro-based 

derivatives improves with increasing the number of redox-sites in the structure of the material. 

In particular, Spiro-OMeTAD, which contains twelve redox-active sites, remains stable for more 

than 250h under illumination in inert atmosphere, while spiro-derivatives with four and zero 

redox-active sites undergo severe absorption loss at 750 nm up to 100% after 250h of light 

soaking, which is equal to complete decomposition of the photoactive material. Perusal of our 

results suggests that additional redox-sites in the structure enhance the stability of perovskite 

solar cells.

 Our results reveal some basic principles for the future ra-tional design of hole transport materials 

for perovskite solar cells with enhanced stability.  

Index Terms Hole Transport Materials; Perovskite Solar Cells; Perovskite Stability; Spiro-OMeTAD 

I. NOMENCLATURE AND ABBREVIATIONS

VOC open-circuit voltage (mV)

PCE power conversion efficiency (%)

HOMO highest occupied molecular orbital (eV)

XRD X-ray diffraction

UV-Vis ultraviolet-visible (spectroscopy)

AM 1.5G Air mass 1.5 global standard

Center for Energy Science and Technology, Skolkovo Institute of Science and Technology, Skolkovo Innovation Center, Building 3, Moscow, 

121205, Russia. marina.tepliakova@skoltech.ru

Marina M. Tepliakova
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II. INTRODUCTION

P EROVSKITE solar cells is an emerging technology, which developed from the first report of 3.8% [1] to 25.2% [2] light 
to energy conversion efficiency and continues to rise. Perovskite solar cell structure includes photoactive material 
with perovskite structure, sandwiched between charge transport layers: n-type and p-type materials that selectively 

extract electrons and holes, respectively, and transfer the charges to the electrodes. In classical n-i-p configuration, the highly 
transparent electron-transport layer (ETL) is placed between the transparent electron-collecting electrode and perovskite. 
ETLs are usually presented by inorganic metal oxides with high transparency, such as TiO2, SnO2, ZnO, etc. 

The hole transport material (HTM) in n-i-p configuration is situated on the top of the perovskite and transfers holes to the metal 
hole-collecting electrode. The basic requirements applied to HTM can be summarized into the following list: (a) the highest 
occupied energy level of the material should match the valence band of the perovskite for effective hole extraction; (b) the low-
est occupied energy level of the HTM should stay much higher than the conduction band of the perovskite for effective electron 
blocking; (c) the glass transition temperature of the HTM should be higher than the device operational temperature to avoid 
the crystallization of the material; (d) the hole mobility should be higher than 10-3 cm2V-1s-1 for fast charge transport [3], [4]. 
It should be noted, that most of the requirements are related to the physical properties of the material. However, to the best of 
our knowledge, in modern literature there are no studies of relations between the HTM chemical structure and its performance 
in perovskite. 

State-of-the-art HTMs are organic materials and the most studied of them is a small molecule 2,2’,7,7’-tetrakis-(N,N-di-p-me-
thoxyphenyl-amine)-9,9’-spirobiuorene (Spiro-OMeTAD) (Fig. 1). Perovskite solar cells with Spiro-OMeTAD achieve efficien-
cies of 20% [5]. However, the hole mobility in this material is equal to μh=10-5 cm2V-1s-1, which is insufficient for effective charge 
transport [6]. That is why the application of Spiro-OMeTAD as HTM is usually accompanied with additional p-doping by differ-
ent substances [5], [7]-[9], the most effective of which is a combination of Lithium bis(trifluoromethylsulfonyl)imide (LiTFSI) with 
tert-butylpyridine (tBP), followed by the oxidation in the air [10], [11].  However, the hygroscopic nature of these salts leads to 
decreasing of the operational stability. What is more, under working conditions the severe morphological deformations in the 
hole-transport layer (HTL) can occur, leading to deterioration of the overall performance of the devices [12]. 

Another important issue of perovskite solar cells containing Spiro-OMeTAD is the huge cost of this HTM. Furthermore, the 
need to use additional doping leads to a greater increase of the cost of devices. In this regard, a search for Spiro-OMeTAD 
analogs is being carried out, which will make it possible to obtain high-performance perovskite photovoltaics without doping. 

All modifications applied to the Spiro-OMeTAD structure reported in the literature can be divided into three categories: 
modification of substituents [13]-[15], modification of core [16]-[20] and modification of both substituents and core [21]-
[27] (Fig. 2). 

Fig. 1. Structure of Spiro-OMeTAD with the highlighted spiro-core (black) and substituents (red)
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One of the popular modifications of Spiro-OMeTAD is modification of the methoxydiphenylamino substituents. In [13] 
two derivatives 2,4-Spiro-OMeTAD and 3,4-Spiro-OMeTAD with methoxy substituents in positions of 2,4 and 3,4 were 
synthesized and characterized (Fig. 2). According to photoluminescence spectroscopy, the derivative with additional 
methoxy group in ortho-position provides more efficient hole injection compared to 3,4-Spiro-OMeTAD and conventional 
Spiro-OMeTAD. What is more, devices with HTM based on 2,4-Spiro-OMeTAD demonstrated superior performance of 
17.2% compared to devices with the Spiro-OMeTAD-based HTM with efficiencies of 15.0%. Besides, introducing substit-
uents into meta-position led to decreasing of the HOMO energy level of the molecule to -5.45 eV, thus deteriorating the 
device performance (PCE=9.1%) mostly impacted by low open-circuit voltage (VOC = 0.75 V). The decrease in VOC evi-
dences the mismatching of the HOMO energy level of 3,4-Spiro-OMeTAD HTM and the perovskite valence band. 

Another approach for the modification of substituents is presented in [14], where the 3,4-ethylenedioxythiophene unit was 
introduced between the spiro-core and the diphenylamino substituents. The target Spiro-tBuBED (Fig. 2) demonstrated 
excellent performance with impressive VOC=1.1V and the efficiency of 18.6% without additional oxidation in the air, 
whereas devices using Spiro-OMeTAD as HTM required oxidation with the oxygen of the air for 1h and achieved lower 
efficiency of 17.4%. What is more, the authors estimated the cost of 1mmol of both HTMs. The synthesis of Spiro-tBuBED 
was more economical compared to the Spiro-O-MeTAD due to the use of direct heteroarylation instead of the classic poly-
condensation reaction.

In [15] Spiro-derivatives with different alkyl substituents were compared. To affect the molecular packing with different 
alkyl substituents, new spiro-derivatives with the different length of the alkoxy chain as Spiro-OEtTAD, Spiro-OPrTAD, 
Spiro-OiPrTAD, and Spiro-OBuTAD were studied (Fig. 2). The glass transition temperature of new derivatives exceeded 
that of Spiro-OMeTAD (Tg=167 °C). The high Tg is a crucial requirement for a HTM that allows avoiding undesirable 
re-crystallization of the layer under operational conditions. The performance acquired from cells with spiro-derivatives was 
comparable. However, among all the derivatives Spiro-OEtTAD showed slightly superior performance with the efficiency 

Fig. 2.  Examples of possible modification of the Spiro-OMeTAD structure from the literature [13]-[27]
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of 20.2%. Besides, the stability of unencapsulated devices in the ambient air and humidity of 30% was investigated. Sur-
prisingly, the materials with butoxy and isopropoxy substituents demonstrated an efficiency loss of 15%, whereas ethoxy 
and methoxy substituted spiro-derivatives degraded up to 75% and 53% of initial efficiency respectively after 21 days of 
degradation.

In modern literature, various modifications of the structure are described. However, we believe that the thorough study of 
the correlation between the structure of the HTM and the stability of the perovskite material will lead to a more rational 
approach to further research in this area.

Herein we investigate four spiro-based molecules: conventional Spiro-OMeTAD, Spiro-derivative with four diphenyl-
amino substituents (Spiro-TAD), unsymmetrical spiro-based molecule with two diphenylamino and two bisphenyl substitu-
ents (Spiro-DPSP) and a derivative with four bisphenyl substituents (Spiro-sexiphenyl). We systematically investigated the 
photostability of thin films with configuration glass/perovskite/HTM, where HTM is one of the abovementioned spiro-de-
rivatives and Spiro-OMeTAD. Thin films were placed into the degradation chamber under inert atmosphere and constant 
illumination of 0.7 Suns. Using a set of complementary techniques, we were able to identify the influence of the structure of 
HTM on the stability of absorber material.

III. RESULTS AND DISCUSSION

In this work, we used a specially designed degradation chamber integrated inside MBraun glovebox with a metal-halide 
light source giving a spectrum close to AM1.5G. In this chamber, stable light power (70±3 mW/cm2) and temperature 
(55±1 °C) conditions are realized by using a fan cooling system. We intentionally kept the temperature over 50 °C to speed 
up the degradation process of the perovskite absorber CH3NH3PbI3 (MAPbI3) and, therefore, to speed up the experiment.  
More details about the used setup can be found in the previous publications [28], [29]. 

The overall layout of the performed experiments is shown in Fig. 3. At the first stage, thin films with configuration glass/
perovskite/HTM were prepared. As a perovskite material, conventional MAPbI3 absorber was used. As for HTM, three 
spiro-derivatives and Spiro-OMeTAD were compared in this experiment. Structures of these four molecules are presented in 
Fig. 4a. Further, samples were placed into the degradation chamber under inert atmosphere of N2 and constant illumination 
with an average light power of 0.7±0.03 Suns. It should be noted, that 1 Sun is equal to 1.5AM global standard. 

In Fig. 4b the evolution of absorption spectra for all the systems is presented. According to UV-Vis spectroscopy analysis, the 
photobleaching effect was observed for systems with Spiro-TAD, Spiro-DPSP, and Spiro-sexiphenyl. Thus, in these cases the 
perovskite layer was not photostable. However, perovskite layer covered with Spiro-OMeTAD remains stable after 250h 
under constant light illumination. In the case of the UV-Vis spectroscopy, more attention should be paid to the evolution of 
absorption intensity in the ranges from 300 to 400 and 700 to 750 nm, because in these ranges the main contribution to 

Fig. 3.  Principal schematic description of the performed experiment
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the absorption is made by the perovskite material [30]. At the same time, in other parts of the spectrum, the total absorbance 
can be influenced by the absorbance of perovskite decomposition products. Taking this assumption into consideration, we can 
compare the speed of perovskite decomposition covered by different spiro-derivatives. Hence, samples with Spiro-OMeTAD 
coverage are the most stable. Intermediate stability is demonstrated by samples with Spiro-TAD derivative. Finally, the fastest 
decomposition of perovskite layer was observed for samples with Spiro-DPSP and Spiro-sexiphenyl. This dependence stays in 
correlation with the number of redox-active sites in the structure of the HTM. In the case of Spiro-OMeTAD, which contains four 
tertiary amine moieties and eight oxygen amine substituents, the perovskite layer degrades slower compared to Spiro-TAD. 
As for Spiro-DPSP and Spiro-sexiphenyl derivatives with two and zero heteroatoms in the structure, the perovskite material is 
almost completely decomposed, as we see no absorbance in the range of 700-750nm on the UV-Vis spectra after 100 hours 
from methoxy substituents, the absorber layer remains stable.  

The XRD patterns of the studied systems were collected for fresh samples and after 24h and 100h of continuous light soak-
ing. Recently it was reported that under light and heat the perovskite material undergoes reversible decomposition into solid 
(Pb, PbI2) and gaseous (I2, CH3NH2 etc.) substances [29], [31], [32]. Therefore, the XRD is a powerful tool that provides infor-
mation about the appearance of solid decomposition products (Pb, 2Ѳ=31.3; PbI2, 2Ѳ=12.7), which in turn evidences the 
occurrence of irreversible degradation processes of the perovskite (MAPbI3, peak at 2Ѳ=14.2 was considered as the most 
intensive signal). In Fig. 4c the ratio between perovskite peak intensity and intensity of the decomposition products PbI2 and 
Pb is presented. This estimation might not be fully accurate with respect to the real quantitative composition of the samples 
since it does not account for the amorphous phase. That is the reason for insignificant discrepancy between the evolution of 
stability observed from UV-Vis and the evolution observed from XRD patterns. For such experiments, UV-Vis should be con-
sidered as a more trustworthy source of information on the perovskite composition. Following Fig. 4c, the samples with the 
Spiro-OMeTAD coverage undergo insignificant decomposition after 100h of light soaking, whereas for other cases substan-
tial decomposition of the absorber layer can be observed after 100h. 

Finally, it was shown that the use of materials with a large number of redox-active centers leads to enhancement of the stability 
of the photoactive layer. To explain this phenomenon, the chemical processes occurring at the boundary between the photo-
active layer and HTM should be considered. The redox-active sites in the structure of the HTM can interact with the perovskite 
layer, forming Lewis adducts and passivating the defects on the grain boundaries of the perovskite layer [33]. Therefore, we 
speculate the formation of the firmly connected interlayer between perovskite and redox-active sites of the HTM. Such protec-
tive layer prevents the migration of gaseous perovskite decomposition products from the structure. What is more, fixation of the 
HTM molecules on the surface of the photoactive layer results in mitigation of the HTM light-induced crystallization. Both these 
factors result in decreasing the number of paths for migration of the decomposition products from the structure.

Fig. 4.  Structures of four spiro-based derivatives (a), evolution of absorption spectra for devices with configuration
glass/perovskite/HTM (b), XRD patterns (c) 
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IV. CONCLUSIONS

In conclusion, we systematically explored the photochemical stability of the conventional perovskite material covered with 
one of four spiro-derivatives: Spiro-OMeTAD, Spiro-TAD, Spiro-DPSP, and Spiro-sexiphenyl, that contain 12, 4, 2 and 0 
redox-active sites respectively. The decomposition of photoactive material was controlled by collecting the UV-Vis absorp-
tion spectra and XRD patterns. It was observed that under inert atmosphere and constant illumination samples covered with 
Spiro-OMeTAD remain stable up to 250h. Significant degradation of the absorber material was observed for samples with 
Spiro-TAD coverage, which lose 80% of the initial absorbance at 750 nm after 250h. Even more severe degradation under 
constant illumination was observed for Spiro-DPSP and Spiro-sexiphenyl: perovskite covered with these materials completely 
decomposed after 250h. We strongly believe that this phenomenon is related to the formation of a firmly bonded interlayer 
between perovskite and redox-active units of hole transport material. This protective interlayer prevents perovskite irrevers-
ible decomposition and mitigates the hole transport material light-induced crystallization. These factors result in the enhance-
ment of the stability of perovskite layer.

The obtained collection of data evidences that hole transport material with redox-active sites in the structure can mitigate 
decomposition processes of the perovskite layer. Our results pave a way for the rational design of perspective HTMs for 
stable perovskite photovoltaics.

V. APPENDIX: 
EXPERIMENTAL

All chemicals were purchased from Sigma-Aldrich, Acros or Ossila and applied without further purification.

A.  Sample preparation

Glass substrates were cleaned by sonication in deionized water, acetone and isopropyl alcohol, dried in air, 
and placed under plasma (50W, 5 min). 0.5M MAPbI3 solution was prepared by mixing PbI2 and CH3NH3I powders in 
stoichiometric amounts and dissolving them in DMF. Filtered solution was deposited in glovebox at 4000 rpm followed 
by quenching with toluene antisolvent after 5 sec. MAPbI3 films were slowly heated up to 80 °C and further annealed 
for 5 min.

Solutions of Spiro-based HTMs 10mg/ml in chlorobenzene filtered through PTFE were spin-coated on the top of the per-
ovskite at 3000 rpm.  

B.  Film characterization

X-ray diffraction patterns from the films were measured using Bruker D8 diffractometer with a Cu Ka source. A fixed illumi-
nation mode in the range of 5–60 2Ѳ degrees was used. 

UV-vis spectra were measured in an inert atmosphere using AvaSpec-2048-2UV-VIS spectrometer integrated with MBraun 
glovebox.
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 Thiourea Assisted Enhanced 
Thermal Stability of MAPbI₃ 
Thin Films

 Mayuribala Mangrulkar

Abstract In recent years perovskite photovoltaics has made great developments. Yet, it is critical to achieve 

highly crystalline, stable and efficient perovskite thin films and solar cells. This study demonstrates 

that the addition of thiourea in methylammonium lead iodide precursor solution generates highly 

crystalline thin films and enhances the respective thermal controlled stability of perovskite thin films 

over pristine perovskite. To investigate thermal controlled stability, UV-Vis/absorbance and XRD 

measurements were employed. 

Index Terms Perovskite; Additive; Methylammonium Lead Triiodide; Stability; Thiourea

I. NOMENCLATURE

MAPbI3 Methylammonium lead iodide

Voc Open circuit voltage

Jsc Short circuit current density

PCE Power conversion efficiency

MAI Methylammonium Iodide

PCBA Phenyl-C61-butyric acid

PTA Polytriarylamine

ITO Indium tin oxide

UV-Vis Ultraviolet-visible spectroscopy

XRD X-ray Diffraction

FWHM Full width at half maximum
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II. INTRODUCTION

C H3NH3PbI3 (MAPbI3) is a perovskite material. It has become a point of interest for researchers in the last decade since 
the perovskite solar cell power conversion efficiencies were increased up to 25.2%. This is because the high absorbance 
coefficient, higher charge carrier mobility, and long carrier diffusion lengths of perovskite materials are comparable to 

silicon photovoltaics. In addition, it has low processing costs; this makes MAPbI3 a potential candidate to replace existing sili-
con-based photovoltaic technology [1], [2]. Yet, perovskite solar cells are far from commercialization. The main reason behind it 
is poor intrinsic thermal and photo stability. Because of low thermal intrinsic stability, MAPbI3 tends to completely degrade with 
temperature higher than 85 °C even in inert conditions. MAPbI3 changes its phase from cubic to tetragonal phase at 57 °C. This 
causes strain and defects in MAPbI3 lattice structure, thus making it intrinsically unstable at elevated temperatures [3].

To resolve this issue, additive engineering is often performed by researchers. Usage of an additive may deplete trap state, 
enlarge grain size, produce good crystalline perovskite film resulting in photo-stable thin film and highly efficient perovskite 
solar cell device [4]. In this study, we implemented the addition of thiourea into MAPbI3 perovskite precursor solution. Reports 
have suggested that thiourea has high melting and boiling points, i.e. 182 and 263.89 °C, respectively [5], [6]. Further, 
thiourea can act as a Lewis base. Thiourea consists of two amino groups and one S-donor group. These amino groups can 
form hydrogen bonds with iodine atoms in perovskite crystals and S-donors can form Lewis acid-base adducts with lead 
atoms or hydrogen bonds with amino groups in perovskite crystal [7]-[9].  Thus, it can promote grain growth and produce 
good quality crystalline films, which can make absorber layer photo-stable [8], [9]. In this study we investigate the intrinsic 
stability of MAPbI3 with thiourea in a thermally controlled environment. To examine the impact of thiourea in MAPbI3 thin 
films thermally controlled UV-Vis and XRD measurements were performed. Further, concentration of thiourea was optimized 
to obtain the best solar cell performance. 

III. EXPERIMENTAL METHODS

N,N-dimethylformamide (DMF, anhydrous, 99.99%), N-methyl-2-pyrrolidone (NMP), toluene, were purchased from Sig-
ma-Aldrich and used as received. MAI, PbI2, PCBA and PTA were homegrown and used as 99.999 % pure. 

A. Film Preparation

0.3M MAPbI3 films containing 5% thiourea (by weight) were prepared on glass substrate. Further, to test thermal stability, 
films were placed on a hotplate at 60 °C in the dark under inert environment (i.e., H2O <0.1 ppm and O2< 0.1 ppm) up to 
1400 hrs. This allowed us to minimize the possibility of degradation due to moisture, air and other external factors. UV-Vis 
and XRD measurements were performed on both fresh and thermal controlled thin films with and without thiourea. UV-Vis 
spectra were measured using AvaSpec-2048-2 UV-Vis fiber spectrometer integrated inside the glove box.

X-ray diffraction patterns were measured using a Bruker D8 Advance powder diffractometer (Cu-Ka radiation, 5-60° 2 
theta range, 0.0219° increment step). Measurements were carried out in fixed illumination mode with no sample rotation. The 
time interval of 0.2 seconds, voltage 40 kV, filament current 40 mA were used for all the measurements. 

B. Device Preparation

1.4M of MAPbI3 solution in DMF and NMP (4:1) was used to prepare solar cell devices. Solar cells were prepared in 
n-i-p configuration in the following architecture: Glass/ITO/SnO2/ PCBA/MAPbI3+thiourea/PTA/Polystyrene/MoO3/Ag. 
Further, Current-Voltage measurements were performed under solar simulator with AM 1.5G (100 mW/cm2) illumination 
inside the glovebox. This instrument was provided by a Newport Verasol AAA class solar simulator. The intensity of the 
illumination was checked before each measurement using a calibrated silicon diode with known spectral response. The J-V 
curves of all devices were measured while applying a metal mask with 0.041 cm2 window using Advantest 6240A Source 
measurement units. 
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IV. RESULTS AND DISCUSSION

A. UV-Vis Absorbance measurements

Thin film of MAPbI3 with and without thiourea was spun onto a clean glass substrate. Further UV-Vis and XRD measurements 
were performed on fresh films. Upon measurements, these films were kept on a hot plate at 60 °C in the dark inside the 
glovebox. Evolution of UV-Vis spectra over a time span of 1400 hrs is shown in Fig. 1(a). The evolution of UV-Vis spectra 
presents the normalized values of absorbance. At/A0 represents the normalized value of absorbance at 700 nm, where At 

is the absorbance at time interval t (hours) and A0 is the absorbance at the fresh stage. As it can be seen, thermal controlled 
MAPbI3 film with thiourea has normalized absorbance similar to that of fresh film. Hence, it can be said that thiourea contain-
ing MAPbI3 film is stable after annealing for 1400 hrs. On the other hand, normalized absorbance of pristine MAPbI3 decays 
overtime. The normalized absorbance shows that pristine MAPbI3 loses 30% (estimated) of its initial value.  

Comparison of UV-Vis absorption spectra of fresh and thermal controlled MAPbI3 films with and without thiourea is shown in 
Fig. 1(b). It is visible in Fig. 1(b) that absorbance spectra of MAPbI3 film with thiourea is wider than that of pristine MAPbI3. 
This might be due to scattering caused by increased grain size upon thiourea addition in perovskite [1]. Other than this, the 
absorption feature at 750 nm, which corresponds to the formation of perovskite, appears in the fresh absorption spectra of 
pristine and MAPbI3 film with thiourea. However, upon continuous annealing for 1400 hrs, this feature disappeared for pris-
tine MAPbI3 film and another absorption peak appeared near 500 nm. This can be associated with the formation of PbI2 
in pristine film. Whereas, the absorption feature at 750 nm remained the same for MAPbI3 film with thiourea. This suggests 
that the addition of thiourea in MAPbI3 precursor solution increased the thermal controlled stability of MAPbI3. This matches 
with reports suggesting that thiourea acts as Lewis base and results in improved crystal quality of perovskite film, as well as 
reduces elemental iodine to iodine ions. These iodine ions further form an adduct with lead iodide that gets distributed over 
grain boundary [7], [8]. Thus, the addition of thiourea acts as passivation and increases thermal controlled stability.

Fig. 1. Optical properties of thermally controlled MAPbI3 thin films with and without thiourea. (a) Evolution
of the thermal controlled UV-Vis absorbance of MAPbI3 thin films with and without thiourea.

(b) UV-Vis spectra of thermal controlled MAPbI3 thin films with and without thiourea
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B. XRD measurements

XRD patterns of fresh and thermal controlled films of pristine MAPbI3 and MAPbI3 with thiourea are shown at a glance in Fig. 2(a). 
XRD pattern of fresh pristine MAPbI3 film presents peaks at 14.1°, 28.4°, 31.9°, 40.7° and 43.2°. This is consistent with previous 
reports [7], [8]. It should be noted that XRD of pristine MAPbI3 represents here amorphous peak/pattern. For fresh MAPbI3 films with 
thiourea peaks associated with MAPbI3 perovskite can be seen at 14.1°, 28.4° and 43.2° as well. However, two additional peaks 
corresponding to the formation of PbI2, are found at 12.8° and 25.7°. In addition, the XRD pattern of MAPbI3 with thiourea presents 
a crystalline peak/pattern. Also, the peak intensity corresponding to MAPbI3 is threefold higher than that of pristine film. This crys-
talline pattern occurs due to the presence of thiourea in MAPbI3 precursor. Reports suggest that such a crystalline phase represents 
a perovskite grain size of 400-500 nm [4]. This indicates that the addition of thiourea in MAPbI3 precursor solution increases the 
crystallinity of MAPbI3 perovskite thin films. To verify crystallinity in our case, FWHM and crystallite size has been calculated from the 
obtained XRD data. It is known that the increase of diffraction peak intensities and the decrease of FWHM values indicate the good 
crystallinity of the perovskite film [4], [8]. The relationship between crystallite size and FWHM is given by the Scherer formula [2] as

 D=0.89λ/(β.Cosθ), (1)                              

where D is average crystallite size, λ is the wavelength of X-ray (1.54 A°), θ is diffraction angle and β is FWHM of the peak in 
XRD pattern, respectively. 

XRD analysis at 14.1° showed that FWHM was 0.21 for pristine MAPbI3, which was reduced to 0.08 after the addition of 
thiourea into the precursor solution. Further, the crystallite size was calculated for all the perovskite peaks and average crystal-
lite size was obtained. Table I compares average crystallite sizes with and without thiourea. It shows that the addition of thiourea 
increases crystallite size and hence increases crystallinity.

Fig. 2.  XRD of thermally controlled MAPbI3 thin film with and without thiourea. (a) XRD of fresh and thermal controlled 
(after1400 hrs) MAPbI3 thin films with and without thiourea. (b) Comparison of normalized MAPbI3 intensity of thermal controlled 

thin films with and without thiourea 
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TABLE I

Average crystallite sizes

Perovskite Crystallite size (nm)

Pristine MAPbI3 34.3

MAPbI3 + Thiourea 72.0

Later, upon annealing of films for 1400 hrs, pristine MAPbI3 converts into PbI2. Whereas MAPbI3 with thiourea maintains its crystalline 
peak with intense MAPbI3 peaks similar to fresh stage. However, tiny peaks of PbI2 can also be seen.

Further, the normalized intensities of the MAPbI3 peaks from fresh and thermal controlled pristine and film with thiourea are shown 
in Fig. 2 (b). It can be seen that upon annealing at 60 °C for 1400 hrs, pristine MAPbI3 remains of less than 20% of its fresh stage. 
On the other hand, upon the addition of thiourea, MAPbI3 retained 60% of its initial stage. This suggests that the addition of thiourea 
into MAPbI3 precursor helps to improve thermal controlled stability in thin film. 

C. Device Performance

Further, the impact of thiourea addition onto the photovoltaic performance of MAPbI3 solar cells was studied. Solar cells were 
fabricated in the following configuration: Glass/ITO/SnO2/PCBA/MAPbI3+thiourea/PTA/Polystyrene/MoO3/Ag. Concen-
tration of thiourea was varied as 0.5%, 1%, 2.5%, 5% and 7.5% by weight. Solar cell performance with different concentra-
tions of thiourea is shown in Fig. 3. It was found that the addition of 0.5% thiourea (% by weight) resulted in the best device 
performance. Best devices with 0.5% thiourea exhibit highest open-circuit voltage of 1050 mV, short circuit current density Jsc 
of 20.42 mA/cm2, fill factor of 82.19 and PCE of 17.43%.  On the other hand, solar cells with pristine MAPbI3 exhibit lower 
open-circuit voltage 1028.01 mV, similar Jsc 20.32 mA/cm2, the lower fill factor of 79.9 and lower PCE of 15.96%. The best 
device performance associated with various concentrations of thiourea is presented in Table II. 
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Fig. 3.  Solar cell performance of MAPbI3 with and without thiourea
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As can be seen from Fig. 3 and Table II, 0.5% addition of thiourea is the optimum amount to achieve the best solar cell performance. 
If the concentration of thiourea is increased, Voc started to decline. Though for 1% and 2.5% decent values of Voc are obtained. How-
ever, if the concentration is increased by 5% and beyond, Voc decreases drastically. In terms of Jsc, a similar pattern is observed. The 
fill factor exhibits hysteresis from 1% to 5% addition. It should be noted that fill-factor with optimum concentration (0.5%) of thiourea 
does not show hysteresis. Similarly, PCE decreases as the concentration of thiourea increases.   

Reports suggest that the optimum amount of thiourea addition can be correlated with larger grain size and fewer surface defects. 
The increment in grain size allows to improve charge transport properties [5] and hence improved Voc and power conversion effi-
ciency could be obtained. On the other hand, when the concentration of thiourea goes beyond optimal, the excess of thiourea 
may block grain boundaries and excess passivation can block carrier transport, thus creating defects in perovskite absorber 
layer [9]. This can be seen in our case for the concentration of 2.5% and beyond. This is why excess thiourea, in turn, results in 
lowering of Voc, Jsc and ultimately lower solar cell performance

TABLE II

Photovoltaic performance with various concentration of thiourea in MAPbI3 precursor solution

Concentration Voc, mV Jsc, mA/cm2 Fill Factor, FF PCE, %

Pristine 1028. 20.32 79.91 15.96

0.5% 1050 20.42 82.19 17.43

1% 1026 20.34 79.52 16.49

2.5% 1001 20.23 67.34 12.87

5% 745 10.97 42.97 2.32

7.5% 200 9.77 35.30 0.69

V. CONCLUSION

In summary, we demonstrated that additive engineering using thiourea in MAPbI3 precursor solution can enhance intrinsic 
thermal controlled stability of thin film. UV-Vis and XRD measurements confirmed the stability of MAPbI3 films with thiourea 
upon annealing in the inert environment for 1400 hrs at 60 °C. Also, FWHM and average crystallite size from XRD analysis 
suggested that thiourea increases the crystallinity of MAPbI3 film, which helps to boost thermal controlled stability. Further, 
the optimum concentration of thiourea was obtained as 0.5% by weight which resulted in the highest device performance of 
open-circuit voltage 1050 mV, short circuit current density 20.42 mA/cm2, fill factor of 82.19 and power conversion efficiency 
of 17.43%.   
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 Virtual Power Plant Offering 
Strategy in a Day-Ahead 
Market: An ADMM-Based 
Approach

Arman Alahyari

Abstract To manage the intermittent nature of distributed energy resources (DERs), and providing market 

participation capability, the concept of virtual power plant (VPP) has been developed in the smart 

grid context. VPPs aggregate many small-scale DERs in the distribution grid; some of them intro-

duce uncertainty into the VPP optimization. Thus, in this paper, we propose a novel offering strat-

egy method for a VPP consisting of wind power generation along with distributed storage capacity 

and demand. The introduced model enables us to formulate the offering strategy problem as an 

information gap decision theory-based optimization. However, the resulting optimization is com-

putationally huge for a VPP waiting near the closing-gate time to submit a better offer. In this 

regard, we utilize alternating direct method of multipliers approach to decompose the overall pro-

posed offering strategy. The incorporation of alternating direct method of multipliers and infor-

mation gap decision theory for VPPs offering strategy is a novel approach resulting in reduction 

of computational time as well as better profit achievement. The theoretical strategy is thoroughly 

demonstrated and then validated through numerical studies. The result shows the effectiveness of 

the proposed approach and its viability for real-world applications.

Index Terms Distributed Energy Resources; Virtual Power Plant; Uncertainty
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I. NOMENCLATURE

DER Distributed Energy Resource

DR Demand Response 

VPP Virtual Power Plant

EV Electric Vehicle

CHP Combined Heat and Power

DA Day-ahead 

IGDT Information-Gap Decision Theory

PDF Probability Density Function

ADMM Alternating Direction Method of Multipliers

πDA DA electricity price

pDA Energy traded in electric market

t An optimization period 

D Duration of each optimization period

Cost Cost of VPP

pw Wind generation

pC Conventional generation

pdis Discharging power from EVs

ηdis Efficiency in discharging process

pch Charging power of EVs

pD Demand

pa
D Inflexible demand  

pb
D Flexible demand  

T Total optimization period

Ef Final energy of battery

E0 Initial energy of a battery

ech Energy needed to charge EV battery

edis Energy from discharging EV battery

ηch Charging efficiency

DR Maximum discharging rate

uch Binary that prevents simultaneous charging and discharging 

CR Maximum charging rate

eB Remaining energy of the i^th battery at time t

Emin Minimum battery energy

Emax Maximum battery energy

eday Overall consumption of energy in the next day

ξ
ω
 Robustness value

R
ω
R Minimum expected revenue of the VPP

R0
D Revenue calculated from the deterministic model 

p̂w Nominal value for wind production 

πLS Price of load shedding

pLS Load shedding

πWS Price of wind spillage

pt
WS Wind generation spillage

ω A scenario
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II. INTRODUCTION

As technologies grow fast nowadays, there appears a  necessity to support the increased need for energy. More 
than that, such issues as geographical limitations and global warming prevent the conventional types of energy 
from being the first choice [1], [2]. In this regard, the new types of energy resources with individual specifications 

and characteristics are introduced in power system an important category of which includes the distributed energy resources 
(DERs) [3]-[5].

Even though these new energy resources give many possibilities, they also bring some challenges, primarily in the manage-
ment facet of power systems [6], [7]. DERs may contain small scale conventional generations, renewable generations, or 
even demand response (DR) programs. DERs alone cannot participate in the wholesale electricity market because of their 
small scale, and the operator of the upstream network cannot get sight of many of them.

Thus, to make the dispersed DERs visible in the distribution systems and to allow them the opportunity of participation in the 
electricity markets, a new idea of Virtual Power Plant (VPP) is introduced [8]-[10].

The energy management capability of VPPs was explored by various researches [11]-[14]. For example, study [11] investi-
gates the issue of renewables’ management in power systems, which takes into account a VPP that aggregates these distrib-
uted sources. According to study [12], VPP integrates wind generation with electric vehicles (EVs) in a stochastic scope at the 
same time considering uncertainty. A real case study [13] was set up to investigate the energy balancing capability of VPP, in 
which the VPP technology is used as an instrument for load aggregation to manage the balancing services. In addition, the 
optimal dispatch of VPPs with several approaches is considered in [14]. 

Yet, VPP’s most significant aspect is its capability to manage DERs, so that they are involved in electricity markets indirectly. In 
this regard, recent studies have applied different approaches [15]-[18].

Presented in [15] is a probabilistic price-based unit commitment method, which employs a point estimate approach to man-
age the uncertainties that VPP should deal with in its offering model. The bidding problem of VPP in energy and spinning 
reserve markets is discussed in [16]. The offering strategy is a price-based unit commitment configuration, in which the genetic 
algorithm is determining the resulting optimization in the solution methodology. Demand response programs can be utilized 
within VPP as proposed in [17]. As for small generation resources like combined heat and power (CHP), they are handled by 
intermittent renewable generations and coordinated together via the VPP concept to participate in the markets, as shown in 
[18]. This research considers stochastic optimization that assesses the optimal bidding strategy of the VPP.

In the studies presented above, there are only constructed single block hourly offers. What is remarkable is that the day-ahead 
(DA) electricity market gives the opportunity to submit offers in several stages with a pair of power and price variables each. 
That is why a VPP should have this capacity of putting its multi-step offers to the market and consequently manage different risk 
levels more productively.

Moreover, these studies employ a stochastic optimization model, which means the same scenarios for all the uncertainty 
resources. VPPs analyze DERs uncertainty together with the market price uncertainty, unlike conventional power plants. 
The nature of uncertainty sources is clearly different; that is why the same approach in modeling them does not accurately 
reflect their uncertain behavior. More than that, scenario-based approaches only lead to an enormous number of scenarios 
creating computational issues. VPP may require a faster optimization run, for instance, less than thirty minutes, in order to 
update its strategy with the latest data available. Multi-step offers for VPP and a three-stage stochastic bi-level optimization 
model are introduced [19]. Moreover, for the progression of the optimal bidding strategy, the multiple scenarios and com-
putational overload are considered. A new model of separating wind and price uncertainty is suggested in reference [20], 
where a robust adaptive optimization is presented. But this model displays one battery only. In case the assets handled by 
VPP increase, their time consumption is a lot higher than desired when VPP wants a near closing-gate update of its strategy.
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Indeed, it is difficult to predict the uncertainty of renewable resources, which is more severe than the price uncertainty. Thus, 
we were motivated to employ a well-known approach in addition to optimization under severe uncertainty known as infor-
mation-gap decision theory (IGDT). This approach gives users the opportunity to define decision-making problems without a 
new assumption on the probability density function (PDF) of the uncertain factors and with low computational burden [22]. It 
is more natural to predict the behavior of the market price by a scenario-based model. On the other hand IGDT can be more 
suitable for a renewable source like wind generation.

In this study, a novel approach to the offering strategy of the VPP participating in the DA electricity market is proposed. 
The VPP consists of wind-power generation, several small-scale storage facilities, a conventional generation resource, and 
deferable load. We model two different uncertainties that VPP should manage. In our model, the scenario-based stochastic 
approach is applied to handle market price uncertainty, and IGDT is incorporated in the optimization model, accounting 
for wind-power production uncertainty. By doing so, we can formulate the strategic offering problem as a stochastic IGDT-
based model optimization. We utilize a risk-aversion facet while dealing with the realization of the wind power generation, 
namely a robust strategy. In the robust strategy, instead of maximizing VPP profit by making assumptions on wind power 
fluctuations in each price scenario, the presented model calculates a maximum horizon of wind production that wind power 
can fluctuate within it. Therefore, a certain pre-determined amount of the objective function is guaranteed. After deriving the 
possible range of fluctuations, we present a solution methodology by incorporating ADMM to calculate the final offering 
strategy curve. The offering curve is constructed by applying the proposed method, so that each step of the curve would 
guarantee a certain amount of the objective function.

III. MATHEMATICAL FORMULATION

Deterministic Model

We consider a VPP that consists of wind generation along with a battery capacity that comes from several storages, a con-
ventional power plant, and demand. Demand comprises inflexible and flexible parts. The first kind should be supplied on 
time; the second can be modified if necessary.

The overall formulation is presented as follows.

 max∑
t
{πt

DApt
DAD-Costt} (1)

 pt
DA=pt

w+pt
C+pt

dis ηdis-pt
ch-pt

D       ∀t∈T (2)

 pt
dis=∑

i
 pt,i

dis       ∀t∈T (3)

 pt
ch=∑

i
 pt,i

ch           ∀t∈T (4)

 Ef,i≥E0,i         ∀i∈I (5)

 Ef,i=E0,i+∑
t
{et,i

ch ηch-et,i
dis} ∀t∈T,∀i∈I (6)

 et,i
ch = pt,i

chD        ∀t∈T,∀i∈I (7)

 et,i
dis = pt,i

chD        ∀t∈T,∀i∈I (8)

 pt,i
dis ≤DR(1-ut,i

ch)        ∀t∈T,∀i∈I (9)

 pt,i
ch ≤CR  ut,i

ch          ∀t∈T,∀i∈I (10)
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 e =eB
t-1,i+et,i

chηch-et,i
dis          ∀t∈T,∀i∈I (11)

 et,i
B=E0+et,i

ch  ηch-et,i
dis          t=1,∀i∈I (12)

 et,i
B=Ef         t=T,∀i∈I (13)

 costt,i
deg=πB et,i

dis          ∀t∈T,∀i∈I (14)

 et,i
B≥Emin         ∀t∈T,∀i∈I (15)

 et,i
B≤Emax         ∀t∈T,∀i∈I (16)

 pt
D=pD

a,t+pD
b,t         ∀t∈T (17)

 pt
D≤pt

D≤pt
D         ∀t∈T (18)

 ∑
t
pt

DD≥eday         ∀t∈T (19)

 Costt=costt
CP+costt,i

deg         ∀t∈T  (20)

 costt
CP=ut

c C0+pt
c
 Cp + ut

su
 Csu         ∀t∈T (21)

 ut
c Pt

c ≤pt
c ≤ut

c Pt
c          ∀t∈T (22)

 ut
su≥(ut

c -uc
t-1)        ∀t∈T (23)

 et
dis, et

ch, ut
su≥0        ∀t∈T (24)

VPP must meet its demand requirements while participating in the DA electricity market to optimize its defined objective. Here, 
like other power plants, VPP is seeking a maximized profit as presented in (1). This equation is a simple formula that maximizes 
accumulation of the amount of energy sold (or bought) in the DA electric market, pDA, multiplied by price, πDA, and duration of 
each optimization period, D, minus the operation cost of VPP at time t. The duration of the optimization is T, the total period, 
which in our case is equal to 24 hours. The power that VPP trades in the DA electricity market should equal to its available 
power coming from the assets it represents. This is shown in (2). Here, ηdis is the efficiency in discharging process. 

The battery has its own set of constraints represented in (5)-(16). Note that VPP can enjoy several storage units with different 
types. This is considered in (3) and (4) accounting for the accumulative discharge and charge of these DERs, respectively.

We define the final energy of ith battery, Ef,i, greater than its initial value, E0 shown in (5). This prevents the VPP from deplet-
ing the battery and not charging it back. Ef,i is the amount that battery gets charged and discharged plus its initial value 
as presented in (6). Since discharging the battery decreases its energy, it is declared with negative sign. Variables et,i

ch and 
et,i

dis are energy needed to charge and discharge the ith battery, respectively. Parameter ηch is the charging efficiency. These 
energies are cumulative power regarding charging and discharging the battery in the duration D also shown in the equa-
tions (7) and (8).

Charging and discharging have their own limiting rates. These limits come from specification of the battery and charging 
facility. These limitations are depicted in the constraints (9) and (10). Here, CR, and, DR, are the maximum charging and dis-
charging rate, respectively. We utilize ut,i

ch, which is a binary that prevents simultaneous charging and discharging at time t. 
Parameter ut,i

ch is 1 when battery is getting charged.
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The remaining energy of the ith battery at time t, et,i
B, is given in (11). This energy depends on its previous state at (t-1) and the 

charging/discharging action of the last interval. The battery energy should have two specific values at the beginning and the 
ending time of charging/discharging periods as depicted by (12) and (13) for t=1 and t=T, respectively.

When VPP utilizes the battery, it can eventually decrease its useful life, imposing extra cost also known as degradation cost. 
Many recent studies have addressed this issue by investigating the impact of charging and discharging of different batter-
ies on their cycles [26]-[28]. To avoid further complexity and non-linearity in our model, we select the approach proposed 
in [28]. Similarly, we penalize VPP for every discharge of the battery by considering a price coefficient, πB, for every kWh 
energy utilized in the process as shown in (14).

Finally, battery energy at each period is bounded to minimum, Emin, and maximum, Emax values which is represented by con-
straints (15) and (16).

The constraints (17)-(19) are demand related. Demand consists of two parts, inflexible, pD
a,t , and flexible, pD

b,t . Demand value 
is bounded between its minimum, pt

D, and maximum, pt
D, values at time t defined in (18). Besides, the overall consumption in 

the next day cannot be less than a certain amount, eday, depicted in (19).

The remaining set of constraints describes cost function which is mentioned in the objective function. This cost includes degra-
dation cost and cost of generating power with conventional power plant, costt

CP presented in (20). The latter as described by 
(21), is consisting of three parts: fixed cost, ut

cC0, variable cost based on the generated power, Pt
CCp, and start up cost, ut

suCsu. 
According to the generator specification, its produced power is limited to the range depicted in (22). The relation between 
variables of conventional plant is given in the (23). At last, non-negative variables are addressed in equation (24).

B. Stochastic Risk-Averse Reformulation

The model described in the section II-A is a deterministic model with the assumption that all of the parameters are known at 
the time a decision is being made. What happens in reality is a different case as some data for the decision maker are ambig-
uous. Subsequently, the problem that VPP deals with is an optimization under uncertainty.

There are many methods in the literature that can produce reliable and accurate scenarios for market prices, but the situa-
tion is different for the wind power due to the weather dependence. This can happen in many other cases when uncertainty 
sources have different natures. This necessitates a new approach with the ability to address different kinds of uncertainty 
sources with proper modeling. In this regard, we propose the following formulation for the introduced optimization problem 
to be added to the previous formulation. 

 max (pt,ω
DA)     ξ

ω
 (25)

 R
ω
R ≥
s.t:

R
0
R  (26)

 R
0
R=R

0
R (1-γ) (27)

 R
ω
R =min(pw

t,ω) ∑
t
{πt,ω

DA pt,ω
DA D-Costt,ω} (28)

 |pw
t,ω-pt

^w|/pt
^w≤ξ

ω
 (29)

 Costt,ω=costt,ω
deg+costt,ω

CP+costt,ω
LS+costt,ω

WS (30)

 costt,ω
LS =πLS pt,ω

LS  (31)

 costt,ω
WS=πWS pt,ω

WS  (32)
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As it can be perceived from the above optimization declared in the (25)-(29), there are two different levels of optimization. 
The upper level which is a maximization problem is the overall optimization provided that the minimum amount of revenue is 
already calculated from the lower level. In this level, the range of wind production is maximized. The profit that VPP makes in 
this scenario, R

ω
R, as a risk-averse, and the predetermined revenue value, R

0
D (1-γ), are defined in (26) and (27), respectively. 

Here, R0
D is the revenue calculated from the deterministic model with expected values for the price and wind generation. This 

value can be tuned by parameter γ. The bigger values for γ result in smaller amounts of the minimum expected revenues. The 
outcomes are more robust for smaller minimum expected revenues.

In the lower level, the minimum revenue of the VPP is found, stated by R
ω
R , in the constraint (28). This minimum is found inside 

a range that wind power can fluctuate within, represented in (29). Here, pt
^w is the nominal value for wind production at time t.

Note that other constraints in the deterministic optimization are applicable provided that an extra index of scenario is added 
for variable sets and uncertain parameters. However, since we do not know the exact future values of uncertain parameters, 
their realizations are presented in each scenario. Despite having a conventional power plant, we consider options of shed-
ding loads (inflexible load), costt,ω

LS
 , and wind spillage, costt,ω

WS, as it is represented in (30). These costs are calculated accord-
ing to (31) and (32), where πLS is cost of shedding demand power, pt,ω

LS, and πWS is for wind spillage power, pt,ω
WS, at time t and 

scenario ω. 

So far we have simulations for every scenario. However, we are solving the optimization for 24 hours and we want to build 
a non-decreasing offer curve. This will add the following extra constraint on the whole optimization:

 pt,ω'
DA ≥ pt,ω''

DA if πt,ω'
DA ≥ πt,ω''

DA,    ∀t,ω',ω''    (33)

This new constraint is added to previous optimization to build offer curves properly. This new optimization can be solved utiliz-
ing available commercial solvers. However, when VPP has many dispersed sources like EVs utilized as storage, the computation 
time can be huge considering several scenarios of electric prices. In this regard, we apply decomposition method of ADMM 
[29] to decompose this equation which binds all of scenarios and solve each scenario separately to increase calculation speed.

IV. RESULTS

In this section, the effectiveness of the proposed methodology would be investigated using a BARON solver via GAMS soft-
ware [30]. The purpose is to obtain the best strategy for the day-ahead market. The test system is with a 3 MW conventional 
generation system, four wind units with a rated capacity of 1 MW, and two different energy storage devices. Also, 50 different 
scenarios are generated for modeling the price of electricity at different hours. Fig. 1 demonstrates an example of 10 different 
scenarios for the electrical energy price. Furthermore, the data for conventional unit is given in Table I.

TABLE I

Conventional Unit Characteristics

Start up cost ($) Cost of operation ($/MW) Fixed cost ($) Generation capacity (MW)

100 70 10 3

In order to implement the proposed algorithm, first, the deterministic model has been solved to obtain the minimum expected 
revenue, which equals to $ 1130. The average output power for different entities is depicted in Fig. 2. We consider this value 
as the minimum revenue in the IGDT based model. Now the model is solved for different values of γ which is varying from 0 
to 1. The variation of the robustness (degree of reaching the minimum expected performance) ξ versus the variation of γ is 
shown in Fig. 3. It can be seen from this figure that the robustness is at least 0.40922 and reaches 0.78238 in its maximum 
value. By increasing γ, the minimum expected value for the revenue decreases. It shows that the system operator is taking less 
risk for bidding in the day-ahead market due to the uncertainties of the wind turbines generation. The value of ξ gives the 
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system operator a perspective about the maximum acceptable deviation of wind generation units with the predicted values. 
In other words, the wind generation should be limited in the 1-ξ

ω
pt
^w, to guarantee to the operator of the VPP, that its revenue 

would be at least R0
D (1-γ) which is predicted by means of the deterministic model. However, robustness comes with a cost in 

a case where it may reduce the possible achievable outcome. For instance, where in the next day wind generation is notice-
ably more than the prediction.

Also, the bidding curves for some selected hours for γ equal to 0.3, are depicted in Fig. 4 and 5. In each hour, according to 
the scenarios of the electricity price, different offering values are obtained. In this case, the revenue of the VPP owner in case 
of limiting the output generation of the wind unit in the 1-ξ

ω
pt
^w is guaranteed to be at least $ 791. Similar parameters for the 

selected hours for γ equal to 0.6 are shown in Fig. 7 and 8. It is noteworthy that in this case the revenue of the VPP owner in 
condition of limiting the output generation of the wind unit in the 1-ξ

ω
pt
^w is guaranteed to be at least $ 452. Comparing the 

results of these two case studies indicates that by increasing the value of γ, and consequently the robustness of the model, the 
offering values are decreased. 

Also, it should be mentioned that using the ADMM method, and relaxing the complicating constraint, helps the problem to 
be solved with higher speed. The original problem is solved within 736 seconds considering 50 scenarios for the prices while 
utilizing the ADMM approach; the solution time is reduced to 93 seconds using GAMS software with Intel Core i7 CPU under 
Windows 10 operating system.

Fig. 2.  The average output power for different entitiesFig. 1. Electricity price in 10 different scenarios

Fig. 3.  Robustness versus γ Fig. 4.  Day-ahead bidding curve for hour 4 in  γ = 0.3
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Furthermore, to illustrate the effectiveness of the proposed fast ADMM based approach, the number of scenarios for the elec-
tricity price is increased. A comparison of the execution times with conventional method and fast ADMM based approach is 
illustrated in Table II. As the number of scenarios is increasing, both times are increased; however, the increment in the ADMM 
based approach is much less than the conventional method. For instance, in case of solving the problem with 250 scenarios, 
the execution time by applying the ADMM approach is reduced from three hours to approximately nine minutes.

TABLE II

Execution Time of the Proposed Method vs a Conventional Approach

Number of scenarios Execution time (s) 

Conventional method Proposed algorithm 

50 736 93 

100 2568 178 

150 5498 295 

200 10304 385 

250 13468 489 

Fig. 6.  Day-ahead bidding curve for hour 4 in  γ = 0.6Fig. 5. Day-ahead bidding curve for hour 15 in  γ = 0.3

Fig. 7.  Day-ahead bidding curve for hour 15 in γ = 0.6
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V. CONCLUSION

VPPs generally have multiple sources of energy generation with intermittent power productions. In this regard, a VPP could 
deal with different sources of uncertainty. Hence, to participate in the electricity market, VPP needs to govern these energy 
sources with the related uncertainties to achieve its desired goal. In this paper, an offering strategy for a VPP is proposed 
taking price and wind production uncertainties into account. VPP can develop its strategy with robust (risk-averse) actions. 
Robust actions in the proposed offering strategy promise a minimum profit if the wind production falls within a maximized 
variation range. The numerical simulations verify the applicability of the proposed approach. The obtained results from case 
studies show that in different price scenarios the proposed method leads to a more profitable result in comparison with the 
conventional case and ADMM leads to lower computational time.
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 A Double-Input Bidirectional 
High-Gain Converter for 
Hybrid Energy Storage 
System

Abstract In this research, a novel bidirectional high-gain converter is proposed for integrating hybrid 

energy storage systems  to DC micro-grids. The proposed converter does not have voltage spikes 

or circulating currents since it does not apply the traditional methods such as Mutual-inductor or 

multi-winding transformer to reach high-gain. It also can charge and discharge battery and super-

capacitors independently. Additionally, it only utilizes six switches, which is less than its counter-

parts use. Besides, unlike other high voltage gain converters, it uses only three switches in every 

mode, so conduction losses are reduced by a steep rate. The steady-state analysis of the suggested 

converter was presented to validate the study, and detailed simulations was carried out for cal-

culating the precise gain of converter. Finally, a lab prototype of the converter is constructed, and 

experimental results were presented.

Index Terms Hybrid Energy Storage Systems; Supercapacitor; Battery; Multiport Converter; DC-DC Converter
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I. INTRODUCTION

R ENEWABLE Energy Sources (RESs) are considered the main generation source in the future grids [1],[2]. Because 
of intermittent nature of RESs the presence of energy storage systems in the grid is of the utmost importance. Hybrid 
energy storage systems (HESSs) have been used in micro-grids [2]-[11] and electric vehicles [8]-[14] because of their 

flexibility and excellent dynamic response.  

Power electronics converters that have been used for integrating hybrid energy storage into the DC micro grid can be classi-
fied into two types, one with low voltage gain [5]-[9], [7], [15], [16] and another with high voltage gain [17-22]. Due to the 
problems with putting batteries and supercapacitors in series, such as stress on batteries and supercapacitor modules [23]-
[24], converters with low voltage gain are not a convenient alternative for the integration of hybrid energy storage into the 
micro grid.

There are three main characteristics that a double input converter, which is used for the integration of hybrid energy storage 
to the DC micro grid, should have:
1. It should be high voltage gain.
2. It should be capable of operating in four modes. Both supercapacitor and the battery should be capable of charging 

and discharging independently.
3. It should have continuous input current for the battery, since switched current in the battery can reduce its lifespan. 

In [25], a multi-input converter with single inductor is introduced for the integration of multiple DC sources to the DC micro grid. 
Although the proposed converter has the ability of bidirectional operation, it has none of the main characteristics that are men-
tioned above. A new converter is introduced in [26], that is capable of reconfiguration, so the problem of putting supercapacitor 
and batteries in series are solved.

Unfortunately, the proposed converter has switched input current for batteries and it also uses many switches, hence it is not 
cost-effective. One of the means that was used multiple times in the past for the integration of hybrid DC sources to the grid is 
multi-winding transformer [17]-[22]. These converters have advantages such as the capability of independent charging/dis-
charging of batteries/supercapacitors, high voltage gain and ease of soft switching. The main disadvantage of these converters 
is the circulating current that is present in certain loads, which decreases the efficiency of the converter drastically.

In this paper, a novel non-coupled non-isolated double-input bidirectional high-gain converter is proposed that not only mit-
igates the problems associated with traditional high-gain converters based on multi-winding transformers, but also has the 
capability of independent charging/discharging process for batteries and supercapacitors.

The rest of this paper is structured as follows: in the second section, the steady state analysis of the converter is presented in 
both boost and buck modes. The third section reviews the control methodology of the converter. In the fourth section the per-
formance of the converter is validated through detailed closed loop and open loop simulations by PSPICE and MATLAB/Sim-
ulink and experimental results are presented. Finally, in fifth section, the conclusion is deducted and the scope for future work 
is presented.

Fig. 1. Proposed topology
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II. PROPOSED CONVERTER STEADY STATE ANALYSIS

The proposed DC/DC topology is shown in Fig. 1, where V1 is the battery voltage, V2 is the supercapacitor voltage and C2 is 
the input capacitor for the supercapacitor, which composes a RC filter with supercapacitor inner resistance, so the input current 
of supercapacitor will be constant. The converter works in two operation modes: boost and buck modes.

A. Boost Mode

During the boost mode switches S2, S4 and S6 are always turned off and their body diodes are conducting in some of the 
intervals. In addition, switch S1 is switching with the duty cycle D1, and switches S3 and S5 are switching with duty cycle D2. All 
the gate pulses have rising edge synchronization. By applying volt-second law for three inductors, several voltage relations 
are found which show that D1 and D2 control the output voltage.

 L1 → 1/Ts0

TsνL1(t)dt

  =1/Ts (
 0

D1Ts  V1dt + Ts

D1Ts

 (V1 – V2))dt

  =0→ V1D1Ts+(V1 – V2)(Ts –
 D1Ts) (1)

  =0→ V2 = 1/(1 – D1)V1

 L2 →1/Ts0

TsνL2(t)dt

  =1/Ts (
 0

D2Ts  V2dt + Ts

D2Ts

 (V2 – Vс1))dt

  =0→ V2D2Ts+(V2 – Vс1)(Ts –
 D2Ts) (2)

  =0→ Vс1 = 1/(1 – D2)V2

 L3 →1/Ts0

TsνL3(t)dt

  =1/Ts (
 0

D2Ts  (Vс1+V2)dt + Ts

D2Ts

 (V2 – Vout))dt

  =0→ V2D2Ts+(V2 – Vout)(Ts –
 D2Ts) (3)

  =0→ Vout = (V2 + D2Vc1)/(1 – D2)

  → Vout = (1/(1 – D2)
2)V2

The switch S1 is used for controlling the current of L1 and thus controlling the battery current. Furthermore, the inductors (L2 and 
L3) current ratio can be controlled by D2. This is demonstrated by applying the charge balance principle on C1. Moreover, 
IB-Out is a function of D1

 1/Ts 0

Ts iC1(t)dt = 1/Ts ( 0

D2Ts – IL3dt + Ts

D2Ts  
IL2 dt)

  =0→ – IL3D2Ts+IL2(Ts –
 D2Ts) (4)

  =0→ IL2 = IL3/(1 – D2)
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 1/Ts 0

Ts iC1(t)dt = 1/Ts ( 0

D2Ts – IL3dt + Ts

D2Ts  
IL2 dt)

  =0→ – IL3D2Ts+IL2(Ts –
 D2Ts) (5)

  =0→ IL2 = IL3/(1 – D2)

and the supercapacitor average current is

 ISC=IB–Out
 – (IL2+IL3)=(1–D1)IL1 – IL2 – (1 – D2)IL2 (6)

Notice that, from (6), the supercapacitor current can be controlled by D1 and D2 during the boost mode.

B. Buck Mode

During the buck mode, the switches S1, S3 and S5 are always turned off and their body diodes are conducting in some of the 
intervals. S2 is switching with D1, and switches S4 and S6 are switching with D2. By repeating the same procedure as in the 
boost mode, voltage relations for the different ports (V1, V2, Vout) can be found.

 L1 → 1/Ts 0

Ts νL1(t)dt

  = 1/Ts (
 0

D1Ts  V2 – V1)dt + Ts

D1Ts 
– V1dt)

  = 0→ (V2 – V1)D1Ts + ‒V1(Ts – D1Ts) (7)

  =0→ V1 = 
 D1V1 
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Fig. 2.  Voltage gain between V2 and Vout in (a) the boost mode and (b) the buck mode
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 L2 → 1/Ts 0

Ts νL2(t)dt

  = 1/Ts (
 0

D2Ts  VC1 – V2)dt + Ts

D2Ts 
– V2dt)

  = 0→ V2 D2Ts + (V2 – VC1)(Ts – D2Ts) (8)

  =0→ V2 = 
 D2VC1

In this case, S2 is used to control the L1 current and thus controlling the battery current. This can be found by applying charge 
balance on C1

 1/Ts 0

Ts iC1(t)dt = 1/Ts ( 0

D2Ts – IL2dt + Ts

D2Ts  
IL3 dt)

  =0→ – IL2D2Ts+IL3(Ts –
 D2Ts) (9)

  =0→ IL3 = IL2/(1 – D2),

the average IB-Out is proportional to D1 and IL1

 IB–Out = 1/Ts ( 0

Ts iB–Out(t)dt

  =1/Ts (
 0

D1Ts  I L1dt + Ts

D1Ts 
0dt) (10)

  =D1IL1

and the supercapacitor average current is

 ISC=IB–Out
 – (IL2+IL3)

  =(D1)IL1 – IL2 – (1 – D2)IL2 (11 )

In the buck mode, from (11), the supercapacitor can be charged or discharged by controlling D1 and D2. The voltage conver-
sion ratio between V2 and Vout in buck and boost mode is depicted in Fig. 2 that were obtained by PSPICE softwere simula-
tions, which uses the real model of switches at 300W of output power.

III. CONTROL METHODOLOGY

The control strategy of the converter is shown in Fig. 3. A low pass filter has been used to extract the high frequency com-
ponent of the reference current; hence, the battery maintains slow transients, whereas the supercapacitor maintains fast 
transients [16], [27]. Unlike the traditional buck/boost converters, the battery current to output voltage transfer function is 
different from the supercapacitor current to output voltage. 

Hence, a coefficient is added, so the supercapacitor injected power will be equal to the high frequency component of the 
power that the battery should have provided based on the reference current. 

A. Open Loop Simulations Results

The voltage stress on the switches S1,S3 and S5 in the boost mode is illustrated in Fig. 4a. Moreover, Fig. 4b depicts the voltage stress 
on the switches S2, S4 and S6. 
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In the boost mode the converter power is 300 W. Moreover, the input voltages and the output voltage are V1=24 
V , V2=48 V and Vout=492 V. Also,  the duty cycles are D1=0.5 and D2=0.7. The converter power is the same as in 
the buck mode. Also, the input voltage is Vin=300 V and the output voltages are V1=37.5, V2=75 V. The duty cycles are 
D1=D2=0.5.

The converter parameters in all the simulations are L1=L2=250 μH, L3=1 mH,  Cout=220 μ and fs=50 kHz. As it can be seen in Fig. 
5, the voltage stress on the switches is consistent with theoretical values that where calculated in section III.

B. Close Loop Simulations Results

The close loop simulation results are shown in Fig. 5. The parameters of the converter are equal to those in the open loop 
simulations. 

One can observe that the proposed converter has the capability of independently charging and discharging the battery and 
the supercapacitor.

C. Experimental Results

(a) (b)

Fig. 4.  Voltage stress on switches (a) the boost mode and (b) the buck mode

Fig. 3.  Control methodology for the proposed converter
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The constructed prototype of the converter is illustrated in Fig. 6. The prototype was fabricated based on a scaled version of 
the PSPICE model. Fig. 7 depicts the experimental waveforms of the voltage stress on some of the switches, inductor L1 cur-
rent, output voltage, output current and supercapacitor current. As it can be seen in the Fig. 7, the experimental waveforms 
are completely consistent with theoretical analysis.

IV. CONCLUSION

In this paper, a novel bidirectional high-gain converter was presented. The proposed converter does not use coupled induc-
tor or transformers for achieving high gain, hence the setbacks such as voltage spikes and circulating currents do not emerge. 
Moreover, the introduced converter utilizes only three switches in every mode, which is a low number compared to the previ-
ous works. Hence, the conduction and switching losses are decreased by a steep rate. The steady state and efficiency were 
carried out and the simulations results were completely consistent with the theoretical analysis and the assembled prototype. 
In the future work, studies will be conducted to add soft-switching capability to the converter.

Fig. 6.  Constructed prototype of the converter
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Fig. 5.  Voltage stress on switches (a) the boost mode and (b) the buck mode



RESEARCH  
ARTICLE

42

V. REFERENCES

[1] P. Mohammadi, B. Azimian, and A. Shahirinia, “A Novel Double-Loop Control Structure Based on Fuzzy-PI and Fuzzy-PR Strategies for 

Single-Phase Inverter in Photovoltaic Application,” in 2018 North American Power Symposium (NAPS), IEEE, pp. 1–6, 2018. 

[2] P. Mohammadi and J. Moghani, “Double-input high-gain bidirectional DC-DC converter for hybrid energy storage systems in DC-micro 

grid,” in 2018 9th Annual Power Electronics, Drives Systems and Technologies Conference (PEDSTC), IEEE, pp. 312–317, 2018.

[3] C. Dong et al., “Time-delay Stability Analysis for Hybrid Energy Storage System with Hierarchical Control in DC Microgrids,” IEEE 

Transactions on Smart Grid, 2017.

[4] S. Kotra and M. K. Mishra, “A Supervisory Power Management System for a Hybrid Microgrid With HESS,” IEEE Transactions on 

Industrial Electronics, vol. 64, no. 5, pp. 3640–3649, 2017.

[5] B. Liu, F. Zhuo, Y. Zhu, and H. Yi, “System operation and energy management of a renewable energy-based DC micro-grid for high 

penetration depth application,” IEEE Transactions on Smart Grid, vol. 6, no. 3, pp. 1147–1155, 2015.

[6] Q. Xu et al., “A decentralized dynamic power sharing strategy for hybrid energy storage system in autonomous DC microgrid,” IEEE 

Transactions on Industrial Electronics, vol. 64, no. 7, pp. 5930–5941, 2017.

[7] S. K. Kollimalla, M. K. Mishra, A. Ukil, and H. Gooi, “DC Grid Voltage Regulation Using New HESS Control Strategy,” IEEE Trans-

actions on Sustainable Energy, vol. 8, no. 2, pp. 772–781, 2017.

[8] F. Akar, Y. Tavlasoglu, E. Ugur, B. Vural, and I. Aksoy, “A Bidirectional Nonisolated Multi-Input DC–DC Converter for Hybrid Energy 

Storage Systems in Electric Vehicles,” IEEE Transactions on Vehicular Technology, vol. 65, no. 10, pp. 7944–7955, 2016.

[9] Z. Amjadi and S. S. Williamson, “Power-electronics-based solutions for plug-in hybrid electric vehicle energy storage and manage-

ment systems,” IEEE Transactions on Industrial Electronics, vol. 57, no. 2, pp. 608–616, 2010.

[10] M. Anun, M. Ordonez, I. Galiano, and G. Oggier, “Bidirectional power flow with constant power load in electric vehicles: A non-lin-

ear strategy for Buck+Boost cascade converters,” in Applied Power Electronics Conference and Exposition (APEC-2014), pp. 1697–

1703, 2014.

[11] K. Gummi and M. Ferdowsi, “Double-input dc–dc power electronic converters for electric-drive vehicles—Topology exploration and 

synthesis using a single-pole triple-throw switch,” IEEE Transactions on Industrial Electronics, vol. 57, no. 2, pp. 617–623, 2010.

[12] L. Solero, A. Lidozzi, and J. A. Pomilio, “Design of multiple-input power converter for hybrid vehicles,” IEEE Transactions on Power 

Electronics, vol. 20, no. 5, pp. 1007–1016, 2005.

[13] Z. Song, J. Hou, H. Hofmann, J. Li, and M. Ouyang, “Sliding-mode and Lyapunov function-based control for battery/supercapacitor 

hybrid energy storage system used in electric vehicles,” Energy, vol. 122, pp. 601–612, 2017.

[14] F. M. Ibanez, A. M. Beizama Florez, S. Gutierrez, and J. M. Echeverria, “Extending the autonomy of a battery for electric motorcy-

cles,” IEEE Transactions on Vehicular Technology, vol. 68, no. 4, pp. 3294-3305, 2019.

[15] B. Hredzak, V. G. Agelidis, and M. Jang, “A model predictive control system for a hybrid battery-ultracapacitor power source,” IEEE 

Transactions on Power Electronics, vol. 29, no. 3, pp. 1469–1479, 2014.

[16] N. R. Tummuru, M. K. Mishra, and S. Srinivas, “Dynamic Energy Management of Hybrid Energy Storage System with High-Gain PV 

Converter,” IEEE Transactions on Energy Conversion, vol. 30, no. 1, pp. 150–160, 2015.

[17] H. Bai and C. Mi, “Eliminate reactive power and increase system efficiency of isolated bidirectional dual-active-bridge DC–DC con-

verters using novel dual-phase-shift control,” IEEE Transactions on Power Electronics, vol. 23, no. 6, pp. 2905–2914, 2008.

[18] C. Zhao, S. D. Round, and J. W. Kolar, “An isolated three-port bidirectional DC-DC converter with decoupled power flow manage-

ment,” IEEE Transactions on Power Electronics, vol. 23, no. 5, pp. 2443–2453, 2008.

[19] D. Liu, H. Li, and L. D. Marlino, “Design of a 6-kW multiple-input bi-directional DC-DC converter with decoupled current sharing control for 

hybrid energy storage elements,” in Applied Power Electronics Conference and Exposition (APEC- 2007), pp. 509–513, 2007.

[20] H. Krishnaswami and N. Mohan, “Three-port series-resonant DC–DC converter to interface renewable energy sources with bidirec-

tional load and energy storage ports,” IEEE Transactions on Power Electronics, vol. 24, no. 10, pp. 2289–2297, 2009.

[21] H. Tao, J. L. Duarte, and M. A. Hendrix, “Three-port triple-half-bridge bidirectional converter with zero-voltage switching,” IEEE trans-

actions on Power Electronics, vol. 23, no. 2, pp. 782–792, 2008.

[22] Z. Ding, C. Yang, Z. Zhang, C. Wang, and S. Xie, “A novel soft-switching multiport bidirectional DC–DC converter for hybrid energy 

storage system,” IEEE Transactions on Power Electronics, vol. 29, no. 4, pp. 1595–1609, 2014.

[23] H. Wu, K. Sun, L. Chen, L. Zhu, and Y. Xing, “High step-up/step-down soft-switching bidirectional DC–DC converter with coupled-induc-

tor and voltage matching control for energy storage systems,” IEEE Transactions on Industrial Electronics, vol. 63, no. 5, pp. 2892–2903, 

2016.



PROCEEDINGS OF THE SKOLTECH ENERGY PHD SEMINAR

43

[24] B. Narasimharaju, S. Dubey, and S. Singh, “Design and analysis of coupled inductor bidirectional DC–DC convertor for high-volt-

age diversity applications,” IET Power Electronics, vol. 5, no. 7, pp. 998–1007, 2012.

[25] L. Kumar and S. Jain, “A multiple source DC/DC converter topology,” International Journal of Electrical Power & Energy Systems, vol. 

51, pp. 278–291, 2013.

[26] M. Momayyezan, D. B. W. Abeywardana, B. Hredzak, and V. G. Agelidis, “Integrated reconfigurable configuration for battery/

ultracapacitor hybrid energy storage systems,” IEEE Transactions on Energy Conversion, vol. 31, no. 4, pp. 1583–1590, 2016.

[27] A. Lahyani, P. Venet, A. Guermazi, and A. Troudi, “Battery/supercapacitors combination in uninterruptible power supply (UPS),” 

IEEE Transactions on Power Electronics, vol. 28, no. 4, pp. 1509–1522, 2013.



RESEARCH  
ARTICLE

44

 Distribution of Day-Ahead 
Forecasting Errors  
in the Pan-European  
Power System

A. Hinneck 

Abstract In this paper day-ahead forecasting errors of uncontrollable renewable sources (solar, on- and off-

shore wind) in the Pan-European power system are examined. Time series published on ENTSO-E’s 

transparency platform, by the different transmission system operators in Europe, are analyzed. 

The data are sourced for different regions within a 5-month period.  It is shown that hardly any 

regional distribution of day-ahead forecasting errors follows a normal distribution, even though it 

is regularly assumed in literature. The analysis conducted in this paper provides a foundation for 

more accurate assumptions to treat uncertainty in power system models. 

Index Terms Forecasting Errors; Forecasting Error Distributions; ENTSO-E; Day-Ahead Forecast Accuracy
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I. NOMENCLATURE

Random variables:

ωd,s Forecasting error

Empirical distributional parameters:

μ Mean

σ Standard deviation

γ Skewness

κ Kurtosis

Set elements:

d Domain

s Type of power source (psrType)

t Time (resolution dependent on d and s)

Empirical data:

Cd,s Aggregated generation capacity of a specific type s in a specific domain d

xd,s Vector of recorded power outputs

x̂d,s Vector of day-ahead forecasts

Еd,s,t Vector of recorded forecasting errors

II. INTRODUCTION

R EAL-WORLD power systems are subject to uncertainty. This particularly concerns demand and generation, with an 
increasing penetration of uncontrollable renewable energy sources (uRES), wind and solar power plants. The share of 
renewable energy sources reached approximately 18% in Europe in 2018 [1] and over 50% in Germany in Q1 2020 

[2]. Energy produced by uRES is non-dispatchable, which means that a generator’s output cannot be increased or decreased 
arbitrarily in order to meet fluctuations in demand. This poses a challenge for transmission system operators (TSOs). Thus, 
forecasting is a vital process in the energy industry due to security (instabilities may occur [3]) and economic concerns. It 
facilitates obtaining an improved economic dispatch and taking full advantage of available resources [4]. Incorporating 
uRES into a power system requires increased flexibility of the particular system. To maintain operational security short-term 
balancing (by spinning reserves) is essential, to compensate for fluctuations. This requires an appropriate dimensioning of 
available capacity (accounting for maintenance and low utilization), and a grid that is designed under consideration of 
uRESs’ geographical positions [5]. Integrating energy storage into a grid can additionally lessen undesirable effects of uRES 
[6]. Techniques summarized under the term stochastic optimization are used to treat uncertainty, not only induced by uRES, 
in power system models more accurately [7]. Uncertainties are incorporated into power (market) models, using two-stage 
or multi-stage models, chance-constraints or robust programming [8]. When accounting for uncertainties in optimal power 
flow [9] or unit commitment models (given sufficient wind power penetration) [10], [11], [12], accurate forecasts or informa-
tion about the distributions of stochastic variables is required. The uncertain generation of uRES can be described as a mean 
output plus a stochastic forecasting error, which is largely assumed to follow a normal distribution [13] with zero mean [9], 
[14]. The Weibull [15], beta [13] and hyperbolic distribution [16] have been examined for wind power forecasting errors spe-
cifically. Moreover, studies in which statistical properties of real-world forecasting errors are derived empirically have been 
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conducted [17], [18], [19]. These largely show that assuming a normal distribution is barely sufficient. Regional features, 
forecasting methods and model parameters can cause different distributions [19]. Today’s power systems are highly inter-
connected, crossing national borders. The organization ENTSO-E is an assembly of 42 transmission system operators from 
35 countries in Europe. It ensures cooperation in operating and developing the Pan-European transmission system, as well 
as developing a common electricity market. Regulation 714/2009 of the European Union outlined general obligations to 
be implemented by ENTSO-E. These were extended by regulation 543/2013 (EU) that specifies transparency requirements. 
More specifically, it is outlined which data has to be made publicly available and how. These requirements are realized in the 
scope of the ENTSO-E transparency platform (EETP) [20]. The platform is operational since 2015 [21]. Data to be published 
include information on total loads, the availability of demand units and infrastructure, generation capacities and forecasts. 
Furthermore, an application programming interface (API) was implemented to facilitate automated data exchange between 
the EETP service and other applications. This feature motivates and facilitates the topic and design of this study.

Goal of this study is to empirically derive stochastic properties of industry-standard forecasting error distributions of solar 
power plants as well as on- and offshore wind farms. The EETP can be used to automatically obtain time series (actual data, 
day-ahead and incremental daily forecasts) published by European TSOs in a resolution of 15 or 60 minutes, dependent on 
the respective TSO. In the scope of our study, day-ahead forecasts will be considered. Compared to previous studies, data 
are analyzed on a higher level of detail, including a multitude of regions and power sources. It provides a broad overview of 
forecasting errors in industry. The methodology used below can be summarized as follows:
1. The data structure of the EETP is outlined
2. Descriptive parameters are introduced
3. Forecasting error distributions are analyzed.

III. DATA STRUCTURE

In this section the data structure, imposed by the EETP’s architecture [22], [23], is described. This structure poses the founda-
tion for accessing data in a structured manner (using the platform’s API) as well as analyzing it. It is an aid to better interpret 
the results obtained. Several parameters are required during data access – only the most crucial will be presented, however. 
Of particular importance are the domain d, psrType s, processType and a time interval. 

A. Domain

Data are structured according to domains, uniquely identified using a string (“10YDE-RWENET—I” for example). Domains 
refer to geographic regions. These regions are formed based on different properties, not only by national borders. A domain 
can reference:
1. A country;
2. A control area (CA), indicating that a single TSO is responsible;
3. A bidding zone (BZ), indicating uniform electricity prices on a wholesale level;
4. A market balancing area (MBA), indicating a uniform balancing energy price.

Taking Germany as an example, information published by each TSO, operating a specific part of the transmission grid, 
is available by selecting the respective CA. Therefore, even for a single country several domains might be available. This 
depends on how the power system in that specific country is managed. For the following analyses, it is important to note that 
each individual domain aggregates a different set of solar and wind power plants. Information on single generational units is 
not available. Additionally, all parameters in this section are interdependent. If a domain does not have a coast line for exam-
ple, no data for offshore wind farms will be available. Hence, different data are available for different domains.
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B. Power source type

The psrType s denotes the type of power source for which data are requested. Solar power plants are referenced by B16, 
offshore wind power plants by B18 and onshore wind power plants by B19. In the following, these internal identifiers are 
not used and power sources are referenced by their name exclusively. Data for different power sources like nuclear can be 
obtained in a similar manner.

C. Process type

The parameter processType specifies the information that is requested. Besides requesting realized generation data (A16), 
different types of forecasts are available. TSOs, distribution system operators (DSOs) and owners of generational units must 
provide day-ahead forecasts (A01). A day-ahead forecast must be published daily until 18:00 for the following day. Addi-
tionally, intra-day forecasts (A02) can be published. These, however, underlie no timely restrictions. 

D. Time intervals

Time intervals must be defined using two points, a start called periodStart and an end called periodEnd. Dependent on the 
data of interest, the resolution might differ. The total installed capacity information per power source is updated on a yearly 
basis. Forecasts and actual generation values, on the other hand, are published in 15- or 60-minute intervals. A single obser-
vation has a time t associated with it, at which it was recorded.

IV. DESCRIPTIVE PARAMETERS

Based on the data structure, every set of observed forecasting errors is uniquely defined by a domain d and psrType (power 
source) s. An individual observation is referred to by the time t, at which it was recorded. Let normalized forecasting errors 
be defined based on a uRESs’ normalized stochastic power output xd,s,t Cd,s

-1. A forecast of that stochastic output is defined as 
follows 

 x̂d,s,t /Cd,s =1/Cd,s (xd,s,t+ωd,s),  (1)

with xd,s,t denoting the ground truth and forecasting error ωd,s ~D (the deviation from that prediction) a random variable. Note 
that in what follows the forecasting errors are assumed to be independent of time. For solar power this assumption could be 
omitted, because predictions during night are very accurate. It allows us, at least in this study, to give a unified definition 
independent of the power source. Let D be some unknown distribution, which is analyzed empirically using obtained sam-
ples. Parameter Cd,s denotes the total installed capacity by which generation and forecast values are normalized. Now, let 
an observed normalized forecasting error at time t be defined as

 Ed,s,t =1/Cd,s (x̂d,s,t – xd,s,t). (2)

Equation (2) directly follows from (1), with Ed,s,t denoting a realization of ωd,s. Value xd,s,t denotes the actual generation, which 
is equivalent to the ground truth denoted in (1), at time t. The actual day-ahead forecast x̂d,s,t is biased. The normalized devi-
ation of xd,s,t and x̂d,s,t is recorded as a realization of forecasting error ωd,s. A set of forecasting error observations in a pre-
defined time frame is denoted by a vector Ed,s. The same applies for observations of actual generation xd,s and day-ahead 
forecasts x̂d,s. To analyze forecasting errors, similar sample parameters as in [19] are utilized. These are the mean μd,s of a 
time series, its variance σd,s

2 , its skew γd,s and its kurtosis κd,s. The values σd,s
2 , γd,s and κd,s are the 2nd, 3rd and 4th moment about 

a distribution’s mean [25] and alongside μd,s computed as follows:

 μd,s=1/n ∑t1/Cd,s (xd,s,t + x̂d,s,t) = 1/n ∑t Ed,s,t  (3)
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Parameter μd,s states the average forecasting error per domain and generation type,

 σd,s
2 =1/n ∑t(Ed,s,t – μd,s)

2  (4)

The sample variance is denoted by σd,s
2 . It provides a measure of variability. The next two parameters provide information 

regarding the shape of unknown distribution D. The skewness γd,s can, like μd,s, be either positive or negative,

 γd,s = 1/n ∑t(Ed,s,t – μd,s)
3 (5)

Fig. 1.  Forecasted and actual generation by power source type

Fig. 2.  Visualization of selected obtained time series

(b) Onshore wind(a) Solar power (c) Offshore wind

(b) Onshore wind

(a) Solar

(c) Offshore wind
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If γd,s > 0 the distribution is skew to the right and skew to the left if γd,s < 0. If γd,s= 0 it is not skew and symmetric around its aver-
age μd,s. In absolute terms, if 0 ≤ |γd,s|

 < 0.5 it is fairly symmetrical. Absolute values like 0.5 ≤ |γd,s|
 < 1 and |γd,s|

 > 1 indicate 
that the underlying distribution is moderately or highly skew. Any distribution with γd,s ≠

 0 is called asymmetric [25]. For a dis-
tribution’s kurtosis

 κd,s
 = 1/n ∑t (Ed,s,t

 – μd,s)
4,  (6)

holds that κd,s ≥1. The normal distribution has a kurtosis of 3. Distributions with higher values have higher peaks and are called 
leptokurtic. Smaller values result in flat distributions that are called platykurtic [25]. These parameters are fundamental for 
the analysis conducted below. 

V. DATA ANALYSIS

The data set used in the scope of the following experiments is queried using the EETP’s API. The actual power output of solar 
power plants, on- and offshore wind farms, as well as their respective day-ahead forecasts, were obtained. The data set con-
sists of observations from April 1st, 2019 until August 1st, 2019. Several time series were excluded from analysis because of 
inconsistencies. In cases where forecasts and actual generation reports had a different number of observations (in the same 
time frame), the data set was discarded entirely. The same applies whenever a domain had no installed capacity associated 
with it, for the respective psrType s. In total 33 time series remained for further analysis, with 14496 or 3624 observations 
dependent on the resolution of data (15- or 60-minute intervals). This yields 217440 observations overall. Before discussing 
properties of forecasting errors, it is worthwhile to present the raw data.

A. Actual Generation and day-ahead forecasts

First the data is visualized. Fig. 1 shows the forecasted and actual normalized power output per unit (p.u.) of installed capac-
ity. If a prediction is accurate, the observation is located on the diagonal dividing the quadrant. The more an observation 
deviates from that diagonal, the bigger the observed forecasting error |Ed,s,t|. 

Fig. 3.  Visualization of power output and day-ahead forecast
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A few conclusions can be made right away. First, forecasting offshore wind, is by far the most inaccurate. This is indicated 
by a larger spread of observations around the diagonal. Regarding onshore wind, it can be concluded that the highest fore-
casting errors are recorded for medium capacity utilization. The same holds for solar, even though more observations with a 
high capacity utilization are recorded. Onshore wind capacity is rarely utilized beyond 80%. Generation close to the max-
imal power output is more frequent for offshore power plants. Fig. 1c shows a fairly even distribution of capacity utilization. 

Onshore wind farms are indeed known to have a lower capacity factor than offshore [26]. Why several predictions for 
onshore wind farms on the top end are so accurate was not finally determined. This might be caused by inconsistencies in the 
data set. Even though the provision of forecasts is standardized formally, forecasting methods are not. These initial findings 
are confirmed by the plots in Fig. 2. It depicts energy production of solar power plants (2a), on- (2b) and offshore (2c) wind 
farms for a single domain. The time series are displayed on a weekly basis, with one week being highlighted. The remaining 
data are plotted in gray for clarity. Note that one day has 1440 minutes. This facilitates further validity checks. Solar power 
plants are expected to exclusively produce power during day, which is confirmed in Fig. 2a. These plots also suggest that 
forecasts of solar generation are generally more accurate during nights, because their power output is 0 - or at least very 
small. This can be observed in Fig. 2b. Generation by on- and offshore wind farms shows no obvious patterns.

On close inspection, Fig. 2c reveals fairly constant outputs in several weeks. This is likely caused by high wind speeds for sev-
eral hours and find farms producing at maximum capacity. Fig. 3 depicts a day-ahead forecast and actual generation data 
for offshore wind production (a) and solar (b), for one week. The same generation pattern shown in Figure 3a is highlighted 
in Fig. 2c. The highlighted time series in Fig. 3b is also depicted in Fig. 2a. The forecast captures general trends. Deviations 
between forecast and actual generation are clearly visible, however. It is evident that day-ahead forecasts provide a fairly 
accurate approximation, but raw data does not suffice to make conclusions regarding the forecasting errors’ underlying dis-
tributions.

B. Empirical distributional parameters

In this section parameters of forecasting error distributions, as presented in section III, are summarized. Figure 4 shows histo-
grams and probability density functions (PDF) of fitted normal distributions for selected data sets. Assuming that the distribu-
tion of forecasting errors follows a normal distribution ωd,s ~N(0,σd,s), centered at 0, the following values would be expected;

 μωd,s
= 0,  γd,s=0,  κd,s = 3. (7)

Fig. 4.  Visualization of power output and day-ahead forecast
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These are the parameters of PDFs plotted alongside the histograms. Hence, the further values deviate in the following tables 
from those presented in (7), the less likely ωd,s follows a normal distribution. To compare between Fig. 4 and Tables I – III, 
the domain-specific strings are used.

Table I summarizes results for solar power plants. Compared to offshore wind farms (Table II) the sample 
wwmeans and variances are relatively small. This was already pointed out in Fig. 1. Several time series show skew and 
are leptokurtic, which is visible in Fig. 4a and 4b. Compared to the density function of the fitted normal distributions, the 
histograms accurately depict these properties. This is confirmed numerically by the values displayed in Table I.

TABLE I

Solar power plants

Domain d Country Cd [MW] μd σd
2 γd κd

10YDE-VE 2 Germany 11443 0.0009 0.0297 -0.115 6.3011

10YDE-RWENET I Germany 10874 -0.0012 0.0265 0.49 7.3464

10YBE 2 Belgium 3369 -0.0012 0.0398 -0.2174 6.2966

10YCZ-CEPS N Czech Republic 2049 -0.0014 0.0292 -0.4348 8.5062

10Y1001A1001A65H Denmark 1014 -0.0096 0.0451 -1.3987 8.2807

10YDK-1 W Denmark 672 -0.0106 0.052 -1.51 8.3061

10YDK-2 M Denmark 342 -0.0076 0.0519 -0.7976 10.6617

10Y1001A1001A796 Denmark 1014 -0.0096 0.0451 -1.3987 8.2807

10YSI-ELES 0 Slovenia 275 -0.0076 0.076 -1.9305 12.1633

10YES-REE 0 Spain 6751 -0.0008 0.0392 -1.1244 4.006

10YDE-EON 1 Germany 16838 0.0023 0.0244 0.3565 5.3639

Interestingly, most μd are negative. This implies that the power output of these generators is forecasted conservatively – sys-
tematically assuming less power output than actually is available. Whereas the mean of forecasting errors in Spain is closest 
to zero, in the first data set for Denmark, it deviates the most. The skew is also mostly negative, indicating that the underlying 
distributions are skew to the left.

The parameters of offshore wind farms’ forecasting errors (Table II) generally show higher means and variances. Also, 
regional installed capacities are well behind solar and onshore wind farms. Offshore wind farms are more expensive in 
general 

TABLE II

Offshore wind farms     

Domain d Country Cd [MW] μd σd
2 γd κd

10YDE-VE 2 Germany 1068 -0.0297 0.1252 -0.4793 3.072

10Y1001A1001A82H Germany,  
Luxemburg

6393 -0.0074 0.0739 -0.25 1.3762

10Y1001A1001A65H Denmark 1700 -0.0244 0.084 1.3026 37.2553

10YDK-1 W Denmark 1277 -0.0326 0.1067 1.5166 44.1786

10YDK-2 M Denmark 423 0.0 0.0937 -0.2591 5.0396

10Y1001A1001A796 Denmark 1700 -0.0244 0.084 1.3026 37.2553

10Y1001A1001A83F Germany 6393 -0.0074 0.0739 -0.25 1.3762

10YDE-EON 1 Germany 5325 -0.0029 0.084 -0.2122 1.6357
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[26]. This is due to higher installation costs, as well as higher expenses for operation and maintenance. Levelized 
costs of electricity are twice as high than that for onshore wind farms. Therefore, potentials for onshore generation 
are utilized to a higher degree. The same applies for solar. Histogram 4f, displaying forecasting errors for domain 
10Y1001A1001A82H, indicates a comparatively little γ and κ. It looks fairly centered and symmetrical. This is con-
firmed by the empirical parameters computed for this domain. Parameters of domain 10Y1001A1001A796 (Fig. 4e) 
show a large positive value for γ. It is clearly observable that the empirical distribution of forecasting errors shown in 
histogram 4e is skew to the right. 

TABLE III

Onshore wind farms

Domain d Country Cd [MW] μd σd
2 γd κd

10YDE-VE 2 Germany 18425 -0.0036 0.0343 0.5793 3.3347

10YDE-RWENET I Germany 10686 0.0012 0.0389 0.7052 3.6101

10YBE 2 Belgium 2248 -0.0141 0.0381 -0.2284 2.8274

10Y1001A1001A65H Denmark 4426 0.0002 0.0405 -1.6774 16.4841

10YDK-1 W Denmark 3669 -0.0023 0.0438 -1.8971 21.3461

10YDK-2 M Denmark 757 0.0122 0.0555 -0.1038 4.7748

10Y1001A1001A796 Denmark 4426 0.0002 0.0405 -1.6774 16.4841

10Y1001A1001A39I Estonia 462 0.0163 0.0452 0.8646 5.2464

10YNO-2 T Norway 572 -0.0 0.0007 -42.126 1962.6937

10YNO-3 J Norway 357 -0.0003 0.0065 -24.0791 615.7231

10YNO-4 9 Norway 301 -0.0021 0.0128 -8.2824 95.3976

10YNO-0 C Norway 1230 -0.0006 0.0037 -8.3624 90.8098

10YPL-AREA S Poland 5808 0.0109 0.0443 -0.1493 1.4479

10YES-REE 0 Spain 22961 -0.0029 0.0258 0.4343 2.7664

The analysis of day-ahead onshore wind farm forecasting errors is summarized in Table III. Two histograms of 
onshore wind farms’ forecasting error distributions are also shown in Figure 4. Based on the histogram alone, the 
forecasting errors in domain 10YDE-RWENET I (Fig. 4d) are more skew than in domain 10YDE-VE 2 (Fig. 4c). Fur-
thermore, the kurtosis seems to be slightly higher. This, again, is confirmed numerically. Especially the empirical 
means and variances of forecasting error distributions lie within a moderate range. Regarding skew and kurtosis, 
significant differences were found. A few general properties can be derived. Table IV summarizes the frequency of 
parameters μd,s, γd,s, κd,s that lie within a certain range. It can be seen that the majority of sample means is not equal to 
0. More importantly, for the majority of averages holds that μd,s < 0. Similarly, the empirical skewness γd,s ≠0 (∀ d,s), 
though about half of the empirical distributions show to be fairly symmetrical. Lastly, the majority of distributions are 
leptokurtic. Dependent on the time series, assuming a normal distribution seems justifiable in several cases. Figure 4f 
depicts such a case. Fig. 4 also shows that differences between an empirical distribution and a fitted normal distri-
bution can be severe. Based on the results presented in Table IV, assuming a normal distribution is hardly justifiable 
as a general approach. 

TABLE IV

Summary of sample parameters   

μ d γ_(d,s) κ_(d,s)

μd=0 0≤|γd,s| <0.5 κd,s≤ 3

μd,s≠ 0 0.5≤|γd,s|<1 3≤κd,s

μd,s≤ 0 1≤|γd,s| -
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VI. CONCLUSION

In this paper, forecasting errors obtained from the EETP were analyzed. Results clearly show that forecasting errors cannot in 
general be sufficiently well represented by normal distributions. Developing stochastic optimization approaches that account 
for this, could help to model power systems more reliably. After all, the penetration of renewable energy sources is expected 
to increase further. More insights could be gained, increasing the amount of data analyzed. Mentioning that many time series 
were discarded, finding the reason of inconsistencies might facilitate to further extend experimental results. Besides fitting a 
normal distribution, Weibull, beta and hyperbolic distributions could be employed for comparison. Even truncated or skewed 
normal distributions might be more suited to better represent the distributions’ skew. How such distributions can be accounted 
for in power system models is a subject of future research.
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 Approaches to Chemical  
Pre-Lithiation  
of LiNi0.5Mn1.5O4

Roman R. Kapaev

Abstract  Designing lithium-ion batteries with higher energy density is one of the big problems in mod-

ern materials science. To address this issue, specific capacity of cathode materials needs to be 

enhanced. In other words, the content of lithium ions that can be reversibly extracted from the 

cathode has to be increased. One of the ways to add extra lithium ions to the cathode is to perform 

its pre-lithiation prior to the battery assembling. In contrast to electrochemical pre-lithiation tech-

niques, chemical methods are easier to implement on a large scale and are therefore more prom-

ising for practical applications. Spinel lithium-nickel-manganese oxide LiNi0.5Mn1.5O4 (LNMO) is an 

attractive candidate for lithium-ion batteries with high energy density. By applying the pre-lithia-

tion strategy, the capacity of this material can be theoretically increased to 347 mA h g-1, making 

it much higher compared to modern commercially available analogs. In this paper, approaches to 

chemical pre-lithiation of LNMO are reviewed.

Index Terms Lithium-ion Batteries; Cathode Materials; Pre-lithiation; Lithium Nickel-manganese Oxide

I. INTRODUCTION

L ITHIUM-ION batteries (LIBs) have become a prevalent type of energy storage devices, owing to their relatively high 
energy density, stability and affordable cost [1]. These batteries are now used in a multitude of applications, including 
various sorts of portable devices, hybrid and electric vehicles [2]-[4]. However, the energy density of the batteries still 

needs to be improved to make the tools and machines lighter and more autonomous. For example, a battery pack of Tesla 
Model S weighs >500 kg, which is about a quarter of the total mass of the car [5]-[7]; it is desirable to reduce the battery 
mass without sacrificing the vehicle driving range.

The energy density of a battery can be expressed as a product of its capacity, i.e., the number of lithium ions that go from 
the anode to the cathode during discharge, and average voltage, i.e., the difference of electric potentials between the 
electrodes. For a larger capacity, the battery cathode material must contain an increased content of extractable lithium in 
the discharged state. To add more lithium, the cathode materials might be pre-lithiated prior to cell assembling. One of the 
materials that can benefit from the pre-lithiation approach is lithium-nickel-manganese oxide LiNi0.5Mn1.5O4 (LNMO) with a 
spinel structure. Engaging Ni+2/Ni+4 transition, this material has a theoretical capacity of 147 mA h g-1 and possesses a high 
average redox potential of ~4.7 V vs. Li+/Li [8], [9]. As a result, high practical specific and volumetric energies of ≥ 630 W h 
kg-1 and ≥ 2500 W h L-1 are achievable. However, LNMO might also be over-lithiated at lower potentials where Mn+4/Mn+3 
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transition in engaged (Fig. 1). If all Mn+4 are reduced, it results in a compound with a formula Li2.5Ni0.5Mn1.5O4, which has a 
theoretical capacity of up to 347 mA h g-1 [10]. Practical capacities of ~300 mA h g-1 were demonstrated in 1.5-4.95 V vs. 
Li+/Li range [10]. The additional capacity in the low-voltage region might be used to enhance the energy density significantly 
or to compensate irreversible capacity losses caused by parasitic reactions at the anode.

An electrochemical approach is the most common for electrode pre-lithiation. It involves the construction of a cell with lithium 
metal anode; during discharge of the cell, the cathode gets lithiated, after which the cell is disassembled, and the electrode is 
used in subsequent battery assembling. The main drawbacks of this method are complexity and high costs, which are caused 
by complicated equipment/processing techniques, as well as by the waste of resources during the pre-lithiation. As a result, 
this approach is applicable only on a lab-scale because of the severe problems with up-scaling. In contrast, chemical meth-
ods are potentially scalable, which makes them promising for the battery industry. This mini-review covers the existing chem-
ical pre-lithiation processes for LNMO.

II. SOLID-STATE HIGH-TEMPERATURE PRE-LITHIATION

Asimple and scalable approach to LNMO chemical pre-lithiation was proposed by Mancini et al. [11], [12]. It requires 
mixing LNMO with lithium iodide, which is followed by annealing at 180-300 °C. During the annealing process, lithium 
is inserted into the LNMO structure, and gaseous molecular iodine is released; after cooling, the unreacted LiI is washed 
away with water. It was reported that the over-lithiation degree of 0.88 could be achieved, i.e., a compound with a formula 
Li1.88Ni0.5Mn1.5O4 is obtained [11]. For this composition, the initial charge capacity reached 262 mA h g-1 in the potential 
range of 2.4-4.9 V vs. Li+/Li (Fig. 2a).

For the material with composition Li1.5Ni0.5Mn1.5O4, the authors assembled full cells with a standard graphite-based anode. 
During the first charge, the capacity of graphite shows partial irreversibility. It is due to the reaction between lithiated graph-
ite and the electrolyte, which results in the formation of a passivation film at the graphite surface [13]. As a result, part of 
the cathode capacity is consumed by the anode at the first cycle. Nevertheless, a high and stable specific capacity of 160 
mA h g-1 (based on the cathode mass) was obtained for the full cell, because of the extra lithium carried by Li1.5Ni0.5Mn1.5O4 
(Fig. 2b, c).

The main advantage of this method is that it requires no sophisticated synthetic or electrochemical equipment since only a 
furnace is needed. However, lithium iodide is a relatively expensive reagent. Molecular iodine, which is a by-product of the 
pre-lithiation reaction, might theoretically be captured and recovered; however, I2 capture requires specialized equipment, 
which might lead to additional expenses.

Fig. 1.  Charge-discharge profiles of LNMO in 1.5-4.95 V vs. Li+/Li potential range. Adapted from [10]
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III. MICROWAVE-ASSISTED PRE-LITHIATION

Another high-temperature pre-lithiation method was proposed by Manthiram and co-authors [14]. It uses tetraethylene glycol 
as a reducing agent and LiOH as a lithium source. The reaction is carried out at 200-300 °C in a microwave reactor (Fig. 3a). 
The over-lithiation degree might be controlled by adjusting the reaction time. The product with the highest lithium content, which 
was obtained for the longest reaction time of 45 minutes, had a composition Li1.8Ni0.5Mn1.5O4. The first cycle charge capacity 
for this material reached ~260 mA h g-1 (Fig. 3b). It might be supposed that the over-lithiation degree might be further increased 
by longer reaction times (one hour or more), although these studies were not reported.

The proposed pre-lithiation method is potentially scalable, although large-scale microwave synthesis might require spe-
cial equipment, which will affect the production cost. Compared to the LiI-assisted solid-state approach, the over-lithiation 
degree should be easier to control for the glycol-assisted method by regulating the reaction time. Additionally, tetraethylene 
glycol and lithium hydroxide are cheaper reagents than lithium iodide.

IV. PRE-LITHIATION BY LITHIUM METAL  
IN LIQUID AMMONIA

Alow-temperature chemical lithiation method has recently been proposed by Johnson et al. [15]. The cathode material is 
placed in liquid ammonia under an inert atmosphere, followed by addition of small pieces of lithium metal. The metal dis-
solves in NH3, forming a deep-blue solution of electride [Li(NH3)x]

+e-, which acts as the reducing/lithiating agent. After 6 
hours, the ammonia is allowed to evaporate by slowly increasing the temperature, and the product is washed by methanol. 
The over-lithiation degree is controlled by the amount of lithium metal added to the reaction mixture. If Li is added in excess, 
a compound with composition Li1.96Ni0.5Mn1.5O4 is formed. In general, the measured over-lithiation degree was always lower 
than predicted from the reaction stoichiometry. It might be explained by the presence of the side reaction of Li with NH3, 

Fig. 2.  (a) Charge-discharge profiles of Li1.88Ni0.5Mn1.5O4 at 30 mA g-1 current density; (b) cycling stability and charge-discharge 
profiles (c) of full cells with Li1.5Ni0.5Mn1.5O4 and graphite anode. Reproduced from [11]
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which results in the formation of lithium amide and molecular hydrogen. For the material with the over-lithiation degree of 
0.62 (Li1.62Ni0.5Mn1.5O4), the first charge capacity reached ~225 mA h g-1 (Fig. 4). The authors demonstrated that pre-lithi-
ated materials increased the capacity of full cells with graphite and silicon-graphite anodes.

The ammonia-assisted approach has several disadvantages, which hinder its applicability on a large scale. Firstly, liquid ammonia 
has a low boiling point of -33 °C, so the temperature needs to be carefully controlled, which makes the method complicated and 
energy-intensive. Secondly, lithium metal is expensive, hazardous and difficult to handle, mainly because of its high reactivity with 
air and moisture. Thirdly, side reaction of Li and NH3 makes the process less efficient, since an excess of lithium needs to be used.

V. PRE-LITHIATION BY LITHIUM METAL IN PENTANOL

A similar solution-based pre-lithiation approach has been recently proposed by Betz and co-authors [10]. To carry out 
the lithiation, LNMO is stirred at 139 °C with metallic lithium in refluxing pentanol for 13 hours (Fig. 5a). Pentanol reacts 
with Li, forming lithium alkoxide and hydrogen, which acts as a reducing agent. As in the case with the ammonia-mediated 

Fig. 3.  (a) Schematic representation of the glycol-assisted microwave pre-lithiation approach; (b) first cycle charge-discharge profiles 
of pristine LNMO and pre-lithiated materials, which were obtained with different reaction time. Reproduced from [14]

Fig. 4.  First cycle charge-discharge curves for LNMO pre-lithiated with the ammonia-assisted method. Reproduced from [15]
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Fig. 5.  (a) Schematic representation of the pentanol-assisted lithiation process; (b) first cycle charge-discharge curves for LNMO and 
its pre-lithiated derivatives; cycling stability of full cells with LNMO and its pre-lithiated derivatives as the cathodes and (c) graphite or 

(d) silicon-graphite as the anodes. Reproduced from [10]

approach, the over-lithiation degree is controlled by the amount of lithium added to the reaction mixture. Actual over-lithi-
ation degrees are also lower than the ones predicted from the reaction stoichiometry, suggesting that side processes, like 
molecular hydrogen leaving the reaction mixture, take place. When the molar ratio between lithium and LNMO was 1:1, the 
over-lithiation degree was 0.7 (Li1.7Ni0.5Mn1.5O4). The first cycle charge capacity for this compound approached ~260 mA h 
g-1 (Fig. 5b). Over-lithiated materials were evaluated in full cells with graphite or silicon-graphite anodes. They demonstrated 
higher specific capacities, energy densities and better cycling stability compared to pristine LNMO (Fig. 5c, d).

This chemical lithiation approach also has limited practical applicability and is more suitable on the lab scale. As mentioned 
above, lithium is an expensive and dangerous reagent, which is especially pronounced at elevated temperatures. Hydrogen, 
which is one of the reaction by-products, is also hazardous, since it may form explosive mixtures with air. The efficiency of the 
process is far below 100%, so excessive lithium needs to be added. In addition, the reaction takes a long time (>10 h), which 
makes it time and energy-consuming.

VI. CONCLUSION

To summarize, several chemical pre-lithiation approaches have been proposed for LiNi0.5Mn1.5O4, each of which has its 
drawbacks. The most straightforward protocol involves heating LNMO with lithium iodide. However, the approach will 
likely be costly without the possibility of recovering iodine, which is a rare element. On the other hand, iodine recovery will 
increase the complexity of the equipment needed for the pre-lithiation. Even if iodine is recovered, extra cost will appear 
from the repeated LiI synthesis. The cheapest pre-lithiation reagents are used in the glycol-assisted method, which, however, 
requires a microwave reactor to function; it is currently unclear whether the microwaves might be replaced by conventional 
heating, which should be much cheaper. Ammonia-assisted and pentanol-assisted approaches are suitable only on the lab-
scale since they require hazardous reducing agents, prolonged reaction time or/and complicated temperature control. For 
all reported chemical pre-lithiation methods, the over-lithiation degree was limited to <1, typically approaching 0.6-0.8. It 
might be supposed that using stronger reducing agents will result in higher over-lithiation degrees. Developing the protocols, 
which allow higher first charge capacities, should be a subject of further studies. 
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 Microstructured Optical Fibers 
for Chemical and Biochemical 
Analysis

Abstract The current level of development of the fiber drawing technique enables the creation of cus-

tom-made structures for any particular application in biophotonics and biochemistry. Further-

more, the separate class of microstructured optical fibers (MOFs) with the structure consisting of 

air-channels running along the whole fiber length provides a robust platform for the in-fiber sens-

ing devices. Here, we review the application of MOF-based sensors in chemical and biochemical 

analysis of different liquid and solid materials with a particular focus on refractometric measure-

ments. The refractive index and its variation possess important information about the composition 

and concentration of the whole mixture as well as its separate components. In this review, we high-

light the recent achievements in the field of MOF-based refractometry sensors and summarize their 

performance characteristics such as the limit of detection, sensitivity to the refractive index change 

and figure of merit. 

Index Terms Holey Fibers; Microstructured Optical Fibers; Refractive Index; Refractometry; Sensing

I. NOMENCLATURE

n refractive index (-) 

λ wavelength (nm)

j integer describing mode order (-)

d thickness of capillary wall (nm)
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II. INTRODUCTION

S INCE the discovery in the late 1990s [1] and over the last twenty years, the fabrication process of the microstructured optical 
fibers (MOFs) have been extensively developed. This progress allows for the fiber drawing various complex structures with 
different geometries in a highly controllable and reproducible way. The high overlap between a light mode guided inside 

the fiber core and the surrounding air capillaries makes the precise analysis of the media inside the fiber possible through the mea-
surement of the resonance position of MOFs [2]. Furthermore, the presence of air channels gives the possibility for the light-guiding 
and additionally renders the ability to insert liquids under test into these the air-holes. The feasibility of optical fiber-based sensors 
for the refractometric measurements was reported a long time ago and was demonstrated for the different fiber structures and inves-
tigated substances in both the liquid and solid forms [3]. Furthermore, all the bio-related samples such as biochemical and biomedi-
cal ones necessarily consist of the aqueous-based medium. Nowadays, the sensing of chemical and biochemical species or certain 
molecules usually relies on several optical phenomena including absorption, luminescence, the Raman effect, and surface plasmon 
resonance [4].

However, in the last couple of years, optical fiber-based refractometric sensors are realized on different principles, utilizing 
the combination of different fibers in a single sensor. Additionally, the application of exposed-core MOFs ensures the stronger 
interaction of the light mode and the sensing media [5].

Another distinctive reason for the increasing usage of MOF-based sensors that contributed to their fast development is the 
unique characteristics of MOF-based devices. These distinctive properties differentiate them from the traditional bulk labora-
tory instruments and electronic sensors, limited by big size and heavyweight, and greatly contributed to the expansion of the 
refractometric research area. Usually, the MOF-based biosensor consists of a light source, a set of focusing and collimating 
objectives and an optical spectrum analyzer or a spectrometer (Fig. 1) [6].

Among the others, one can highlight the significant properties of MOF-based sensors such as miniaturization, robust struc-
ture, flexibility, and mechanical stability, low cost, and immunity to electromagnetic and radio frequency interferences. The 
small capacity of air capillaries of MOFs allows the work with low volume and concentration of investigated analyte that is 
in the high importance in all the biological applications.

The four groups of MOFs can be defined based on their structures and light-guiding principle [7], [8]. The first two groups 
represent the variation of the design of the solid-core fibers which are conventional solid-core and suspended-core MOFs 
(Fig. 2a,b). And the other groups include the conventional hollow-core MOFs and Kagome fibers (Fig. 2c,d). 

In comparison with the conventional optical fibers made of silica and its doped counterparts, MOFs are single material fibers 
which can be fabricated by different techniques of direct fiber drawing as well as the modern 3D printing approach [9].

This work highlights the recent progress of MOF-based sensors realized for the refractive index sensing of internal and exter-
nal media. A general overview of the most relevant refractometric MOF-based sensors is reported focusing on the potential 
of the produced structures for future applications. The various kinds of MOFs are considered, including the suspended-core 
MOFs, air-cladding MOFs, and the complex interferometric-based and resonance-based MOF configurations. The key char-
acteristics, sensitivity, resolution and the detection limit, are summarized followed by a brief discussion of the obtained results. 

Fig. 1.  Schematic overview of optical characterization setup. 1 – light source, 2,3,4 – the set of focusing and collimation objectives, 
5 – spectrometer. Insert is the enface of hollow-core MOF
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The bulk refractive index sensitivity (RIS) shows the ratio of the values of the sensor output (the shift of measured optical res-
onances) to the variations of the bulk refractive index of the investigated substances. To calculate the  bulk refractive index 
sensitivity of optical sensors [10], the slope of the linear fit curve is used in the form of:

 RIS= Δλ/Δn, (1)

where Δλ is the shift of optical resonances and Δn is the refractive index variation.

The figure of merit (FOM) is used to normalized the bulk refractive index sensitivity to the width of the resonance peak mea-
sured at the full width at half maximum (FWHM) that defined the precision of the measurements:

 FOM= RIS/FWHM.     (2)

III. AN OVERVIEW OF MOF-BASED BIOSENSORS

MOFs are the frequently used devices for the environmental, refractometric and liquid sensing due to the presence of the 
air-reservoirs inside their structure which form the perfect landscape for the interaction of the guided light mode and the 
medium under test [4]. A part of the MOF-based biosensors exploits the exponentially decaying (evanescent) waves, local-
ized in the cladding of the fiber. On one hand, MOFs can be used as the sensors by themselves with a benefit of the long 
interaction lengths between the evanescent field and the fluid in the cavities. On the other hand, MOFs can be a part of the 
complex MOF-based interferometric and resonance configurations. In both cases, the produced sensors combined all the fea-
tures of MOFs enabling the high sensitivities to the change of the refractive index for a wide range of substances. 

A. Solid-core microstructured optical fibers

Similarly to the conventional all-solid silica optical fibers, the light guidance in the solid-core MOF is achieved due to the total 
internal reflection from the interface of the higher refractive index solid core and the surrounding air-cladding channels of lower 
refractive index (Fig. 2a). Solid-core MOFs can be tailored for a variety of optical properties such as the size of the mode area, sin-
gle-mode guidance, and tunable dispersion, which are realized by the proper choice of the fiber material and its final structure [11]. 

The separate class of solid-core MOFs is suspended-core fibers whose core is suspended in the central hollow-channel by 
thin glass walls connected to a robust solid jacket (Fig. 2b). The first realization of such fibers revolutionalized the field of 
optical sensors due to their special design of the mutual orientation of the inflatable holes located in the direct neighborhood 
to the central suspended core [12]. A part of the light guided in the central solid-core is going outside to the air-channels of 
the surrounding cladding that ensures the strong light-matter interactions over the whole fiber length. Typically such a design 
enables the fabrication of the small core fibers with a diameter of tens of microns. The central core is surrounded by high 
capacity air-channels that enhanced an overlap between the evanescent field of the light mode propagating in the core with 
investigated substances of gases or liquids in surrounding air-cavities.

Fig. 2.  Types of microstructured optical fibers. (a) solid-core MOF, (b) suspended-core MOF, (c) hollow-core MOF, and (d) Kagome fiber
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The further experimental realizations of suspended-core MOFs at different geometries were shown for the example of 
Ag-nanoparticles functionalized fibers [13]. 

Suspended-core MOF-based sensors for bio-sensing and refractometric analysis of different liquids have been reported in 
[14], [15] for the fibers utilizing the surface plasmon resonance phenomena. 

The significant benefit of using MOFs with their array of air-capillaries lies in the potential for combining the long interaction 
lengths with strong overlapping between the light mode and the injected analyte. Based on that fact, MOF-based sensors are 
usually chosen instead of the other optical fiber-based sensors relying on geometry-modified all-solid optical fibers, cuvettes, and 
bulk optics. The recent example of the MOF-based optofluidic platform has demonstrated that suspended-core MOFs modified 
with gold nanoparticles, can be used for real-time bio-analyte measurements through efficient refractive index sensing [4], [14].

The group of a geometry-modified suspended-core MOFs consists of exposed-core MOFs (Fig. 3a). The removal of the 
cladding from the part of the fiber allows for easier access of the sensing media to the suspended core region along with the 
whole length of the fiber comparing to the conventional suspended-core MOFs with the enclosed core. This feature enables 
the study of the evanescent field intensity at various values of the analyte refractive index (Fig. 3b) [5]. 

The further increase of the sensitivity to the change of the refractive index can be obtained through the fiber surface modifi-
cation with the special coatings or functionalized particles which ensure the specific binding of the target molecules. There 
are special techniques applied for the deposition of the metal coatings on the inner surfaces of both the hollow-channels 
and the exposed regions that allows the employment of the surface plasmon resonance phenomena to detect any variations 
of the refractive index of the external media possessing the great potential in chemical, biomedical, and industrial sensing.

B. Hollow-core microstructured optical fibers

The discovery and experimental realization of hollow-core MOFs was a great step forward in fiber-optic technology, lead-
ing to unique possibilities for the complex experiments realizations that overcome many existing limitations.

In contrast to the all-solid silica fibers and the solid-core MOFs, the light guidance inside in hollow-core MOFs is guaran-
teed by the total internal reflection principle. This group of MOFs represents the special class of waveguides operating by 
the principle of coherent Bragg scattering. The boundary between the air-filled hollow-core and the capillary walls forming 
the cladding layers is responsible that only specific wavelength bands are confined in the fiber hollow-core and allowed to 
propagate. The optical signal with resonance frequencies lying within this range does not guide through the structured clad-
ding consisted of an array of air-channels but propagates along the hollow-core region.

The condition for the Bragg reflection is defined as follows:

 2dn1 sinθ=m λ,    (3)

where d is the thickness of the capillary wall, n1 is the refractive index of the medium, filling the hollow-core of MOF, λ is the 
wavelength of the incident light, m is an integer describing mode order. 

Fig. 3. Schematic of exposed-core microstructured optical fiber. (a) Fiber end-face and (b) side view
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It can be seen that the change in the refractive index of the medium (n1) causes the change in the values of λ, according to 
the condition (1). 

Following this model, the maxima in the fiber transmission appear at [2]:

 λj = 4n1/(2j+1) (n2
2/n1

2 – 1)1/2, (4)

where j is an integer describing mode order (j=1,2,3,… ), n1 is the refractive index of an analyte filling the air-channels, n2 is 
the refractive index of the fiber-glass and d indicates the wall thickness for the first capillary layer. 

The photonic bandgap regions and the optical dispersion for different wavelengths may be controlled through the proper choice 
of the structure geometry only. The positions of the transmission regions of an optical signal and the photonic bandgaps are 
defined by the refractive index of the medium, filling the air-channel space in the hollow-core and the air-channels of the cladding. 

Such filtering properties are widely used for sensing applications through the measurements of the resonance positions and 
their shifts as a result of the media change. Any variations of the media composition or the change of its separate components 
lead to the change of the refractive index that can be directly seen through the transmission spectrum measurements. Conse-
quently, all these factors allow direct sensing, which can be performed using in-fiber configuration instead of the creation of 
the sensing region on the exterior of an optical fiber. The presence of central air-hole provides the possibility for an analyte 
injection with its simultaneous analysis through the transmission spectra measurements leading to real-time performance. The 
surface plasmon resonance-based sensors can be also achieved using the hollow-core MOFs through the deposition of the 
selective or complete coating with the metal layers and the further filling with analytes.

The position of the optical resonances and their change concerning the liquid filling can be described as follows [7]: 

 λfill=λ[(n2
glass – n2

fill)/(n2
glass –

 1)]1/2,  (5)

where λ is the wavelength of the unfilled MOF, n_glass^  is the refractive index of the fiber-glass and nfill is the refractive index 
of the filling.

The change in the transmission spectra of MOFs due to the variation of the refraction index of the medium filling the air-chan-
nels makes it possible to use the MOF-based sensors for the analysis of the refractive indices of liquids and gas substances. 
Based on this phenomena, the numerous sensors were realized with the hollow-core MOFs. Different liquid materials were 
investigated. The review of the MOF-based biosensors can be found in the following references [6], [16].

The functionalization of the inner glass surfaces of the hollow-capillaries leads to the creation of the MOF-based biosen-
sors for the selective detection of specific molecules and DNA [4]. Recently the sensors for the detection of the cancer pro-
teins operating on the principle of surface-enhanced Raman scattering were demonstrated [17], [18]. Several groups have 
also successfully realized the concept of MOF-based DNA biosensor combining the layer-by-layer assembly technique for 
deposition of the special coating and the transmission spectra measurements that guarantee the detection of DNA in nano-
liter-scale sample volumes [19], [20].

C. Interferometric-based optical sensors

The other trend in the development of the optical fiber-based sensors is the fabrication of complex structures consisted of mul-
tiple pieces of different fibers. Hollow-core MOFs with their filtering properties coming from the photonic-band gap guidance 
or coherent Bragg scattering became the ideal candidates to be inserted into the produced structures. Nowadays, the most 
popular structures consisted of either two or three parts of different fibers which a spliced in a single sensor. Based on that 
approach the various temperature and humidity sensors were built [21], [22]. 
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An overview of the other existing functionalization techniques which can potentially increase the characteristics of MOF-based 
sensors performance as well as the prospective application areas of the produced structures can be found in References [23]–
[25]. Currently, the MOF-based biosensors have already reached such high-performance characteristics as the sensitivity to 
the change of the refractive index in the range of ~6500 nm per refractive index units and the figure of merit at ~90 [10].

IV. CONCLUSION

Nowadays the main fields for the usage of MOF-based sensors are chemistry and biochemistry which, in turn, are the major 
stimulus for their development. In this work, the main trends and prospects of MOF applications in sensing are considered. 
Along with the historical overview of this filed and the detailed analysis of the different groups of MOFs, we described the 
novel functionalization methods directed to the creation of custom made structures for the particular application in biopho-
tonics. We have highlighted the application of modified MOF-based sensors for the selective detection of specific molecules 
and DNA. This is expected to promote the discovery of the new methods for diagnostics that is in the high importance for the 
biomedical field.

Furthermore, we described the influence of the optical properties of liquid media (biological analytes), filling the air-capil-
laries of MOFs, on the spectral characteristics of the waveguides. We showed that the change in the refractive index of the 
filling medium induces the shift of the transmission bands of MOF samples. 
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 The Use of Drilling Fluids in 
the Well Drilling through 
Frozen and Hydrate 
Saturated Sediments in 
the Arctic 

Abstract Arctic region is one of the most prospective areas for hydrocarbon production. However, the drill-

ing of exploration and production wells in this area is connected with a number of problems. Mainly 

they are related to the existence of frozen and hydrate saturated rocks, which are very sensitive 

to change of external conditions. Particularly, drilling mud can cause destabilization of intraper-

mafrost, underpermafrost, and especially relic (metastable) hydrates due to the change in thermo-

baric conditions and influence of chemical components. As a result, powerful methane emissions 

and rocks subsidence around boreholes can happen.  This overview focuses on the analysis of liter-

ature dedicated to drilling mud influence on hydrate saturated sediments during well construction 

in permafrost regions and parameters of hydrate dissociation process as a result of mud invasion 

in hydrate-bearing sediments. In addition, recommendations on the mode of well drilling in per-

mafrost conditions are analyzed. Such information can help to prevent dangerous consequences 

connected with unpredictable destabilization of hydrate formation. Although there is a sufficient 

number of publications dedicated to these questions, analysis reveals gaps in experimental data 

on the investigation of the most widespread drilling fluid influence (polymer non-dispersive) on 

the hydrate stability in frozen sediments. That is undoubtedly a complex process requiring further 

detailed research.

Index Terms Arctic; Drilling Fluid; Gas Hydrates Dissociation; Methane Emission; Permafrost; Well Drilling
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I. NOMENCLATURE

HSZ       hydrate stability zone; 

HMZ      hydrate metastability zone

II. INTRODUCTION

T HE Arctic region is a promising area for hydrocarbon production. However, the development of oil and gas fields 
there is often accompanied by a number of complications, primarily related to permafrost [1]-[4]. Frozen rocks are 
complex multicomponent and multiphase systems containing underground ice, natural salt solutions (cryopegs), and 

gas hydrates. Hence, they are especially sensitive to various local technogenic influences (thermal, mechanical, chemical, 
etc.) [1], [2]. The experience of drilling wells in the Arctic region shows that several hazardous events could happen during 
the exploratory and production wells drilling, such as technogenic thawing of the enclosing rocks, the opening of cryopegs, 
and gas-saturated lenses, as well as the decomposition of intrapermafrost and underpermafrost gas hydrate formations. As 
a result, powerful methane emissions and rocks subsidence around boreholes are observed. These negative phenomena 
increase risks of emergencies and the development of predicaments and lead to the increased financial costs in the oper-
ation of deposits in the Arctic [5]-[8].

It is known that special drilling fluids (or mud) are used for well cleanout during drilling of exploration and production wells 
[9], [10]. Drilling mud is a complex multicomponent dispersed system of suspension, emulsion, and aerated liquids. Choice 
of its composition depends on drilling conditions [2], [9], [11]. Thus, the composition for drilling mud in permafrost conditions 
must be studied and chosen with particular care to prevent the above adverse phenomena. Here, we review existing works 
on the interaction of drilling mud with frozen sediments containing gas hydrates, as one of the important factors in thawing 
frozen rocks and destabilizing gas hydrate formations during the construction of exploratory and production wells.

III. CONDITIONS OF NATURAL GAS 
HYDRATE EXISTENCE

Gas hydrates are crystalline non-stoichiometric compounds of ice and a hydrate-forming gas with a small molecular size, 
for example, such as CO2, methane, butane, propane, nitric oxide and other gases [12]. In nature, methane is the most com-
mon hydrate forming gas. A specific feature of gas hydrates is their ability to accumulate huge volumes of gas in the clathrate 
structure, up to 160 volumes of gas in one volume of gas hydrate.

Natural gas hydrates remain in a stable state at high pressure and low temperatures (Fig. 1). These conditions determine the 
hydrate stability zone (HSZ) [12].

HSZ is part of the lithosphere and hydrosphere, with thermobaric and geochemical conditions pertaining to natural hydrate 
stability [13], [14]. Such conditions exist for methane hydrate inside and under frozen horizons, where the permafrost thick-
ness is about 250-300 m [14], [15] (Fig. 2).

However, methane hydrate can exist for a long time in a metastable state at temperatures below 0 °C and pressures below 
equilibrium due to the effect of self-preservation [15]. The essence of the effect of self-preservation is that when the pressure 
drops below equilibrium, the hydrate begins to decompose into gas and water. Water, formed as a result of hydrate disso-
ciation, at negative temperatures turns into ice shells around crystals or accumulations of gas hydrates, thereby preventing 
further hydrate dissociation. This ice cover provides long-term preservation even at atmospheric pressure without significant 
changes in hydrate gas content [17], [18]. 
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Obviously, gas hydrates cannot be formed in the metastability zone, but they can exist there in a relict state for a long geo-
logical time provided that ice is preserved in the section, and there is no external influence [15]. Drilling of exploratory or 
production well in the gas hydrate distribution area can primarily destabilize gas hydrates in the metastability zone. The 
destabilization of gas hydrate formations during well drilling can occur as a result of mechanical stress (heating during the 
drilling bit rotation), as well as directly during the penetration of the drilling fluid (the impact of the chemical components of 
the drilling fluid, the change in the permeability of the surrounding rocks, the thermal effect, the pressure change as a result 
of injection). 

IV. DRILLING FLUIDS AND THEIR INTERACTION  
WITH FROZEN AND HYDRATE SATURATED SEDIMENTS 

Drilling mud is a fluid circulating throughout a well with the main purpose of carrying drill cuttings to the surface during drill-
ing. Usually, this is a multicomponent dispersed system, consisting mainly of a mixture of water, clay, a weighting agent (for 
example, barite, siderite, etc.) and various chemicals. The following types of drilling fluids are distinguished [9], [19]:
• water-based;
• hydrocarbon-based;
• gaseous.

Fig. 1.  Stability of methane hydrate curve (build in HydraFlash) [16]

Fig. 2.  Existence of methane hydrate in permafrost conditions [15]: 1- equilibrium curve of methane hydrate existence in water-gas 
medium; 2- curve of sediments temperature; 3- permafrost boundary; HSZ – hydrate stability zone; HMZ – hydrate metastability zone
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Water-based drilling fluids are most commonly used in well construction. Among them, there are drilling fluids on fresh or 
sea water, polymer non-dispersive, inhibitory and physiological fluids. Under permafrost conditions, polymer non-dispersive 
solutions with the addition of clay powder are currently used. Usually, they contain a solution of high molecular weight poly-
mers such as polysaccharides and acrylates, as well as a weighting agent [11].

However, some time ago, sodium chloride inhibiting drilling fluids were also widely used in the zone of permafrost distribu-
tion. In this case, the salt concentration in the drilling fluid was calculated based on the freezing temperature of the solution 
so that the solution remained in a liquid state [19]. It has been demonstrated that such drilling fluids cause destabilization of 
gas hydrate formations [20].

Many authors describe the processes of gas emission as a result of the drilling mud penetration into the hydrate-containing 
formation. In [21]-[23] an active methane emission was observed in volumes exceeding the potential volumes of deep gas. 
Excessive emission was registered when warm drilling fluid was used for drilling in the permafrost zone. As a result, caverns 
were formed in the frozen rocks. However, with cold drilling fluid this phenomenon was practically not observed.

Ning with co-authors [23] explain the interaction of the drilling fluid with underpermafrost hydrate saturated sediments as fol-
lows (Fig. 3). Drilling fluid penetrating into the sediment changes the characteristics of the reservoir (permeability, mechanical 
properties, water content, chemical composition), and increases the temperature of the deposits causing active decomposi-
tion of gas hydrate formations. At the same time, the dissociation of gas hydrate is an endothermic process, i.e. it proceeds 
with the absorption of heat. Moreover, circulation of the drilling fluid causes an increase in pressure. Both a decrease in tem-
perature and an increase in pressure lead to the secondary formation of hydrates in the near-well zone. The authors argue 
that the secondary hydrate saturation will be even higher than the initial saturation, and therefore there will be an even 
greater danger of hydrate destabilization [24]-[26]. 

At the moment, the question remains open on a direct assessment of the effect of the currently used non-dispersible poly-
mer drilling fluid on the stability of gas hydrates, and even more on the impact of drilling fluids on intrapermafrost hydrates, 
where there is also an ice component. There are no experimental studies devoted to this problem; there are a few works 
based on mathematical modeling and they only mention the possible influence of the drilling fluid on the stability of gas 
hydrate saturated sediment based on indirect signs (gas emission, ejection of drilling mud, sand, etc.) [28], [29]. Also, a 
large number of works is devoted to the inhibition of gas hydrates by using drilling fluids of a certain composition (while most 
of these publications consider such inhibition in wells, not in the reservoirs) [30], [31]. 

Fig. 3.  The scheme of penetration of the water-based drilling fluid into the reservoir and the decomposition of gas hydrates [24], [27]
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V. RECOMMENDATIONS FOR WELL DRILLING  
THROUGH HYDRATE SATURATED  
FROZEN SEDIMENTS 

Warm drilling fluid penetrating into hydrate-saturated rocks causes thawing of frozen sediments and decomposition of gas 
hydrates. This results in methane emission, accompanied by changes in sediment mechanical properties, which may lead to 
instability of the wellhead, its displacement or even collapse [23], [24], [32]-[34].

In this regard, there is a need to develop an algorithm of actions to prevent negative consequences.

Based on field data and experimental studies, two types of methods were proposed [7], [35]:
1. prevention of possible hydrate decomposition;
2. in situ hydrate decomposition before drilling.

The choice of method is determined by the actual geocryological and engineering-geological situation in the area, hydrate 
saturation of the formation, and the purpose of the well under construction. At the same time, each stage of work on the well 
should be accompanied by a certain set of measures against complications [35]-[37].

To prevent hydrate decomposition, it is necessary to use water-based drilling fluids cooled to +1...+4 °C, or hydrocarbon-based 
drilling fluids with a temperature below 0°C. Drilling should be carried out at the highest possible speed, with constant monitoring 
of the gas content in the drilling fluid. From a depth of approximately 200 m in the interval of the permafrost zone, appropriate 
adjustment of the density and temperature of the drilling fluid can be applied to prevent gas hydrate decomposition in the bottom 
hole zone [24], [35], [38].

Yakushev and Istomin [35] proposed to operate wells in two modes to maintain the stability of gas hydrate formations in 
frozen rocks: 1) cyclically (with periods of well preservation to control the thawing halo and critical changes in thermo-
baric conditions) and 2) with artificial cooling of casing [35]. However, to date, the most widely used method is drilling fluid 
pre-cooling using special installations located on the surface near the well [39], [40].

Srungavarapu with co-authors [29] conducted experimental studies of drilling fluids of various compositions in order to develop 
the most suitable ratio of drilling mud components to prevent decomposition of gas hydrates in order to reduce risks during field 
development. However, as a result, a drilling fluid inhibiting gas hydrate, rather than preventing hydrate decomposition was 
developed [29].

In the case of preliminary decomposition of hydrates, well drilling is carried out in accordance with the typically used technol-
ogy in the northern fields. Wells constructed in this way can be operated continuously, but it is necessary to control the occur-
rence of gas emissions near the mouth and to regulate the flow rate of the drilling fluid [26], [35]. Any composition of drilling 
fluid can be used when applying this mode, preferably with mud preliminary heating and inhibitory components to enhance 
the decomposition of hydrate formation [35], [41]. However, in this case, the authors do not take into account the formation 
of a thawing halo in the near-wellbore area of frozen sediments and an approximate assessment of possible consequences.

Most of the works on inhibitory components are devoted to the prevention of hydrate formation inside the well, in the drill-
ing fluid, rather than to a preliminary decomposition of gas hydrate formations in the reservoir. In the well activation of the 
hydrate formation process can occur as a result of the following three factors: increased pressure during drilling, the presence 
of low-temperature rocks, and high gas saturation of the rocks. To prevent this process, special chemical additives (hydrate 
inhibitors) have been developed [42]-[44]. However, inhibitors can also be used to dissociate hydrates before the well con-
struction process to prevent possible hazards.
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The advantages of the method of preliminary dissociation of gas hydrate formation are the simplicity of the technology and the 
possibility of continuous well drilling. In addition, it is possible to extract methane from hydrate saturated rocks for local energy 
supply. However, there are some disadvantages. These include the impossibility of using this technology in formations with a 
high degree of hydrate saturation, the formation of caverns, difficulties with subsequent cementation, and, most importantly, 
the danger of wellhead gas emission as a result of thawing of the surrounding rocks while drilling. Considering that hydrate 
saturation within one formation can vary dramatically, the thawing of rocks can contribute to the formation of griffins around 
the wellhead and associated complications. The disadvantages of this method also include environmental problems arising 
from its application. This is the subsidence of the surface around the mouth, the possibility of developing rapid processes of 
thermokarst and thermoerosion in areas adjacent to the well [26], [35], [42], [43].

Thus, the most acceptable method of well drilling in permafrost areas should be related to maintaining frozen and hydrate-sat-
urated rocks in an undisturbed state, and in the case of high hydrate saturation of sediments this should be the only possible 
option. It is also necessary to mention the relative environmental safety of this method of well construction since its application 
has practically no effect on the surrounding geological environment.

VI. CONCLUSION

Drilling of exploration and production wells in the Arctic region is connected with a number of difficulties, primarily asso-
ciated with the presence of frozen and hydrate saturated rocks. As a result of the drilling fluid contact with frozen hydrate 
saturated rocks, gas hydrate destabilization can occur. Large volumes of methane could be released as a consequence of 
changes in thermobaric conditions and/or under the influence of the chemical components of the drilling mud. In this regard, 
the issues of choosing the drilling fluid composition and the drilling mode are of particular importance.

The composition of the drilling fluid, as well as the drilling mode, should be selected in accordance with the stability conditions 
for gas hydrate formations for each particular area and their location in the reservoir, i.e., metastable (relic) hydrates, intra- and 
underpermafrost hydrate. In the area of permafrost distribution, two drilling methods can be chosen for exploratory and produc-
tion wells: with the preservation of hydrates in the sediment or with their preliminary dissociation, before the construction of the well 
begins. Based on the analysis of the literature, it can be concluded that the method of drilling a well while preserving gas hydrate 
formations both in intrapermafrost and underpermafrost conditions is a more environmentally friendly and cost-effective way. This 
method implies the use of a low-temperature hydrocarbon-based drilling fluid. In this case, the effect on both gas hydrate forma-
tions and permafrost is minimized.
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 An Overview of Distributed 
Methods for Power System 
State Estimation

Abstract Power System State Estimation (PSSE) is a key function in building adequate network models for 

real-time monitoring and analysis. Therefore, PSSE has been a research area of interest for power 

engineers for a long period of time. Due to the intermittent nature of renewable energy sources, 

intensively utilized in the power network, the importance of state estimation has increased as well. 

The complexity and the growing size of the networks may lead to problems with centralized state 

estimation such as communication bottleneck in real-time analyzing of the system or reliability 

issues. Distributed state estimation is a solution for the mentioned issues. There are different imple-

mentation methods introduced for it. This paper presents a brief review of the recent approaches 

to distributed PSSE problem, according to the most important factors like iteration number, con-

vergence rate, data needed to be transferred to/from each area and so on. Finally, a comparison 

between the total efficiency of all applied methods is made.

Index Terms Distributed State Estimation; Optimization; Power System

I. INTRODUCTION

S TATE estimation (SE) is an essential part of the current power systems. The major benefits of state estimation are esti-
mation of network parameters based on redundancy in measurements, bad data and topology errors detection, esti-
mating meter measurements for missing or delayed data [1]. Advance state estimation can improve monitoring and 

control of the power system in the case of contingency occurring. Providing reliable and complete information is the main duty 
of the state estimator, which has a great importance for online operations and control systems that guarantee security of the 
power grid [2]. In other words, the main function of the state estimator is to identify the system state by minimizing a specific 
criterion based on recent system measurements [3]. In addition, the increasing presence of renewable energy sources (RESs) 
in the power grid demands state estimation to be more precise and fast due to RESs intermittent nature.
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Power system state estimation problem has been a matter of concern back in 1970s, when Schweppe et al. [4]-[6] developed 
first model to solve this problem. Traditionally PSSE is done in a centralized manner, in which a single unit collects all data 
(‘data’ here refers to measurement unit data and system parameters such as line impedance) of the system, and an optimi-
zation technique is used to solve the PSSE problem. Later on, not only for state estimation but also all optimization problems, 
distributed solutions attracted researchers’ interest. Due to the increase in measurement units and computational demand for 
growing power networks, there has been a need to apply distributed state estimation to speed up the processing time by 
spreading the computational tasks among different control units. On the other hand, power systems are increasingly intercon-
nected and the trend for interconnection of systems is expected to continue in the future smart grid. There have been plenty 
of investigations about distributed state estimation in literature.

In [7], a simple yet general multi-area decentralized state estimation method is described, which can provide a correct esti-
mation of the system states. While the system is in connection with other systems, they only interchange a small amount of 
border data without any need for data to be processed or manipulated. Authors of [8]-[9] have provided a novel algorithm 
for distributed state estimation using alternating direction method of multipliers (ADMM). As stated by the authors, besides 
applying conventional least squares state estimation, the proposed decentralized process constructs a robust state estima-
tor. In [10] and [11] a distributed state estimation using matrix splitting method is presented. First, in [10] authors evaluated 
the method for DC state estimation, but later in [11] they provided a distributed Gauss-Newton method for AC state esti-
mation. It is to be noted that both papers have considered PMU (phasor measurement units) measurements in addition to 
conventional SCADA (supervisory control and data acquisition) data. All the mentioned approaches are different in terms 
of applicability.

Interconnected power systems are managed by independent operators; each operator uses SE to estimate the state of the 
region of the interconnected system that it controls. Examples of interconnected power systems are the Western Interconnect 
in the U.S., and the ENTSO-E in Europe [12]. Additionally, decentralization decreases the possibility of a communication 
bottleneck, which is more probable to happen in a huge system during centralized state estimation [13]. In some cases, due 
to data privacy and cyber security reasons, the state estimation must be decentralized, e.g., when areas (‘area’ here refers to 
a partition of the power system) are different countries. Utilizing distributed topology of power system, after specification of 
different areas, based on specifying overlapping (neighboring) buses in each area and considering power flow equations, 
one can find the solution using distributed methods provided in the literature, see e.g. [11], [14]. 

We have examined different methods mentioned above as well as mathematical solvers to IEEE 14-bus standard test system, 
and compared the performance of these methods from different points of view, such as the data needed to be transferred or 
computation time, error of obtained solution compared to centralized one and convergence rate, are compared. The pur-
pose of the paper is to present brief review and comparison of distribute methods in terms of communication burden (the data 
needed to be transferred to/from each area) and iteration number to get a reasonable solution. 

The paper is organized as follows. In section II, the problem formulation is provided. Section III shows the results of the applied 
methods on the test system. And finally, in section IV the conclusion of this research paper is presented.

II. PROBLEM FORMULATION

The type of PSSE considered in this research is Static SE. Static SE is used to monitor the system during normal operation, in 
quasi-steady state responding to slowly varying network load and generation. Given the network model, all measurement 
types, such as power flows, power injections, virtual measurements (based on physical assumption of the system, like zero 
net power injection at buses with no load or generation) and pseudo measurements (i.e. values that are predicted based 
on historical data) can be expressed as a function of the system states. It is to be noted that state variables refer to phase 
angles. The formulation of the SE problem is based on the concept of maximum likelihood estimation [2].
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One can write the maximum likelihood equation in general or matrix format:

 min J(x) = min[z – h(x)]T × R-1 × [z – h(x)], (1)

where R is a covariance matrix, z is the measurements matrix and h(x) is a function that shows the relation between measure-
ments and state variables. In order to solve this optimization problem, the solution must pursue first order optimality condition:

 ∂J/∂x = 0 → [∂J/∂x]T × R-1 × [z – h(x)],

 H(x)= ∂h/∂x is the Jacobian matrix of h(x). (2)

There are two points of view on the problem. One is DC SE, in which the h(x) is a linear function (that means measurements 
have linear relation with state variables) and we can do the matrix calculation directly. The other one is AC SE, in which h(x) 
is nonlinear and we must use other methods like Newton, Gauss-Newton, etc., to solve it. 

This paper deals with only DC SE. As stated before, if we consider a linear relation between measurement units and state 
variables (h(x) = H × x, where H indicates the measurement matrix and x represents all voltage phase angles θ of the power 
system buses), the solution to (1) can be obtained in a single step as follows, meeting the first order optimality condition:

 (HT R-1 H)x = HT R-1 z,   (3-a)

 x*= (HT R-1 H)-1 × HT R-1 z. (3-b)

In order to calculate (3) we need to access all data in the system by a single (or centralized) control unit. As mentioned before, 
issues like the increase in the number of measurement units in the power system, communication bottlenecks and data secu-
rity are the main reasons that lead power system to utilize decentralized approaches. Further, a brief overview of the known 
approaches to the recent distributed power system state estimation is provided.

A. Matrix splitting (I)

In order to solve problem (1) in a distributed manner, one can use matrix splitting method and after a certain number of itera-
tions the answer converges to the centralized solution. The main equation of matrix splitting for a problem of Ax = y is:

 xt+1 = M-1 Nxt + M-1 y.  (4)

A is written as the sum of an invertible (or diagonal) matrix M, and a matrix N; i.e. A = D + E, or A = M + N so that M = D + 
E’ii and N = E – E’ii. Note that D contains diagonal arrays and E contains off-diagonal arrays of matrix A. And E’ii is a diago-
nal matrix which is defined as follows:

 E’ii= α × ∑
j=1

n 
|Eij|, (5)

with α = 1 assumed for simplicity. It is to be noted that (4) converges if the spectral radius of M-1N matrix be less than 1 
(ρ(M-1N) < 1). Using (4) iteratively results in convergence to the system’s (Ax = y) final solution (x*).

B. Matrix splitting (II)

In this section, we are going to introduce another matrix splitting approach, which is discussed in [15]. The authors consid-
ered measurement units in an asynchronous manner, and the results show that many iterations are needed to get a reason-
able convergence. However, we consider only synchronous manner of measurement units is considered. Now, let us briefly 
describe how the method works.
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In DC model, the state estimation problem in the least squares setting can be formulated as (1) and (3). Based on what has 
been stated in (3), this problem has a closed-form solution. Let’s assume, L = HTR-1H and u = HTR-1z. One way to compute this 
solution x* is through the gradient based iterative algorithm:

 x(k+1)=(I-τL)x(k) + τu. (6)

The parameter τ is selected from the interval (0, 2||L||-1); such a τ guarantees the matrix I – τ L to be Schur stable (i.e. the 
iterative method converges).

C. Power flow-based method 

In this section we are going to discuss the method provided in [7].  This method applies simple power flow and power injection 
equations.  Based on what have been stated in literature, it is clear that the single-area (general) state estimation problem 
and multi-area state estimation problem can be formulated as follows for DC state estimation:

 min
xa

Ja (xa)
 +   ∑

b ∈ Ωa

Jab(xa, x
~

b), (7-a)

 Ja (xa) =   ∑
b ∈ ΩP

a 

ωP
a,i  – Pm

a,i – Pa,i (.))
2 

  +  
(i,j) 

∑
∈ Ωa

PF

  ωPF
a,ij  (P

m
a,ij – Pa,ij  (.))

2, (7-b)

 Jab(xa,x
~

b)
 = 

i ∈ 
∑
 ΩP

ab

ωP
ab,i (P

m
ab,i – Pab,i (.))

2  (7-b)

  + 
(i,j) ∈ 

∑
 Ω PF

ab)
 ωPF

ab,ij  (P
m
ab,ij – Pab,ij (.))

2 

  + ∑
i ∈ Ωab

 ωx
b,i (x

~
b,i – xb,i)

2, (7-c)

where Ja(.) is weighted measurement error function for area a involving only state variables of area a; Jab is weighted mea-
surement error function for area a involving state variables of area a and b; and Ωa is the set containing indices for all neigh-
boring areas of area a; ω is weighting factor; P(.)

(.),i is active power injection at bus i; + P(.)
(.),i,j , is power flow in between bus i 

and j; and m indicates measurement. More detailed explanation can be found in [7]. To solve (7), we applied Matlab solver 
(Sequential quadratic programming (SQP)) and the results are provided in this paper.

D. ADMM

In [8] a new method was developed for solving distributed PSSE, which is based on ADMM presented in [16]. As claimed by the 
authors, ADMM increases existing PSSE solvers performance, and convergence of the method to its centralized counterpart is 
guaranteed, even if we don’t have local observability. In general, the decentralized state estimation problem can be formulated as:

 min
xk

 ∑
K

k=1
fk (xk), (8-a)

 xk[l]= xl[k], ∀l ∈ Nk ,∀k , (8-b)

where Nk is the set of areas sharing states with area k and xk,l is auxiliary variable introduced per pair of interacting areas k, l. 

The constraint forces neighboring areas to consent on their shared variables. Augmented Lagrangian function is as follows:

 L({xk}, {xkl};{vkl}) 

	 	  ∑
K

k=1
[fk(xk) +  

l∈
∑

K

Nk

(vT
k,l (xk[l] – xkl) + c/2 ||xk[l] – xkl ||2

2), (9)
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where vk,l is Lagrangian multiplier and c > 0,

 {xk
(t+1)} 	arg min L({xk},{xt

kl};{vt
kl}), (10-a)

 {xkl
t+1}  arg min L({xk

t+1},{xkl};{vt
kl}), (10-b)

 vkl
t+1  vkl

t  + c(xt+1
k[l] – xkl

t+1), ∀k (10-c)

Let’s consider a system which is divided into k areas. Each area collects Mk measurements

 zk= Hk xk+ ek, (11)

so that xk contains system states and ek is random noise vector.

III. RESULTS AND DISCUSSION

In this section, we apply all methods to IEEE 14-bus system, which is the most analyzed system in the literature, and compare 
the results. Please note that figures 1 to 8 present a comparison of the methods and the convergence curve for vector of vari-
ables (x is state vector and t indicates iteration number). Table 1 summarizes the numerical results related to the number of 
iterations of different methods, error values compared to centralized solution, computational burden, overall elapsed time 
and finally the objective function value. Convergence limit ε was set to 10-6 for all cases. Two different scales were applied 
for measuring the error of each method’s solution compared to the answer obtained using the centralized method. E1 is the 
sum of absolute values of difference between centralized and decentralized solutions (i.e. ∑|xcent – xdecent|), and E2 is max(|x-

cent – xdecent|). Computation time means the time has been spent by computer to solve the problem in a distributed manner. As 
stated in [17], time delay can be considered between 0.1 to 0.5 second. So, we selected data transmission delay of tdelay = 
0.5 as the worst case. In other words, the overall time can be calculated using the following equation:

 TOverall = tdelay × iteration + Computation time. (12)

Finally, the objective function value for optimal state variables, which was obtained applying different methods, was evaluated using 
(1). In all methods, except the power flow-based method, as explained in previous sections, there is a parameter, which directly 
affects the behavior of the method’s convergence. Considering mathematical criteria as well, we tried to select the best parameters.

TABLE I

Numerical results of IEEE 14 Bus system

Methods Iteration E1 E2 Computation 
burden [s]

Overall time [s] Objective value

Matrix splitting (I) 1024 1.26e-3 1.31e-4 8.4546 529.45 10.0565

Matrix splitting (II) 2217 2.59e-3 3.15e-4 0.56 1109.06 10.0689

Power flow based 40 5.61e-4 5.61e-4 2.83 22.83 10.5615

ADMM 245 2.43e-3 2.43e-3 0.4282 122.93 12.036

It is to be noted that system data and area specification for 14-bus system is adapted from [14]. Figures show results for 
matrix splitting (I), matrix splitting (II), power flow-based and ADMM methods, respectively. The centralized objective value 
for 14-bus system using (1) and (3) is 10.0524. In the case of matrix splitting (II) or ADMM method (i.e. see Fig. 4 and 8), 
it is notable that one of the states (or variables) passes the convergence criterion due to the high deviation in the beginning 
steps of the process. In order to avoid this problem stopping criterion has been considered after a certain number of itera-
tions, based on system size (e.g. for 14-bus system applying matrix splitting (II) it will be considered after 300th iteration). 
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Another essential issue is the amount of data needed to be transmitted for each method. Both matrix splitting methods need 
2-hop (or neighbor of neighbor, check [10] for detailed definition), when there is a power injection in the neighboring node, 
which may cause requesting more data from the neighboring areas in breach of the privacy and security considerations. In 
contrast, the other two methods do not require such a data. 

IV. CONCLUSION

In this paper, we provided a brief detailed overview of recent decentralized (or distributed) methods for PSSE. Considering 
obtained numerical results and demonstrated figures for IEEE 14-bus system, the application of decentralized method will 
show the same results as the centralized method. If we increase the delay time, the number of iteration will play a vital role in 
overall consumed time, but if we decrease it (to milliseconds), the number of iterations can be negligible as well. In the case of 
minimum data transfer and considering consumed time, power flow-based and ADMM methods are good choices, or in the 
case of more accurate objective value for small systems, matrix splitting (I) is good. The power flow-based method has less 

Fig. 1.  Comparison of centralized and 
decentralized voltage phase angle (in radian) using 

matrix splitting (I) for 14 bus DC system

Fig. 3.  Comparison of centralized and 
decentralized voltage phase angle (in radian) using 

matrix splitting (II) for 14 bus DC system

Fig. 2.  Convergence curve for vector of variables 
using matrix splitting (I) for 14 bus DC system (each 
line shows the convergence process of a variable)

Fig. 4.  Convergence curve for vector of variables 
using matrix splitting (II) for 14 bus DC system
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iteration number. Considering this fact, one may select the power flow based method as the best one, but this method needs a 
solver for finding the best solution, which there is no guarantee to reach to the best solution. Overall, making a final decision 
about the best method is not an easy task and is highly dependent on the need of the power utility.

Applying methods to high dimension test systems and making a comparison from a cyber-security point of view are directions 
for future research.
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 Magnetron Sputtering of 
Electron Transport Materials 
for Perovskite Photovoltaics

Artyom V. Novikov

Abstract Perovskite solar cells (PSCs) are one of the most promising photovoltaic technologies. They offer the 

benefits of high power conversion efficiency, solution processability and the possibility of manu-

facturing flexible and stretchable solar cells. However, several significant problems, the major one 

being poor operational stability, prevent their large-scale commercialization. Therefore, a signif-

icant research effort is directed towards overcoming these problems. One of the ways to improve 

both the stability and efficiency of PSCs is rational engineering of charge-transport layers. Mag-

netron sputtering is a powerful method that can be used for this purpose. It allows the smooth and 

uniform deposition of a wide range of materials and provides means of fine-tuning their optical, 

electrical and structural properties. Moreover, this method is compatible with most of the industrial 

processes. In this paper a brief overview of the magnetron sputtering use in the design of electron 

transport layers for PSCs is presented.

Index Terms Electron Transport Materials; Magnetron Sputtering; Perovskite Solar Cells

I. NOMENCLATURE

Voc open-circuit voltage (V) 

JSC short-circuit current (mA/cm2)

FF fill factor (%)

PCE power conversion efficiency (%)

CTL charge transport layer

ETL electron transport layer

FOCUS
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II. INTRODUCTION

P EROVSKITE solar cells recently revolutionized the field of photovoltaics. In less than 10 years from the first publication 
featuring this technology [1] they reached certified power conversion efficiency of more than 25% and now are rival-
ing the standard silicon-based solar cells [2]. They are also extremely attractive to industry because of the possibility 

to form high-quality perovskite films by solution processing. This, in turn, allows the use of flexible plastic substrates and the 
application of cost-effective roll-to-roll technology in the manufacturing of solar panels [3]. Moreover, all the precursors for 
the production of the photoactive materials used in PSCs are very cheap making the potential cost of generated electricity 
significantly lower than in the case of all other currently used technologies [4].

However, perovskite photovoltaics faces a number of significant challenges on its way to commercialization. The main among 
these challenges is the relatively low operational stability of PSCs. It was shown by several research groups that oxygen, 
humidity, elevated temperatures, electric field, and light-soaking can induce rapid degradation of complex lead halides used 
as light absorbers in PSCs [5]. And while lead-free absorbers present a widely discussed alternative, to date the success of 
such materials was very limited [6]. Therefore, the major research effort in the field is currently aimed at the enhancement of 
the stability of PSCs based on conventional lead-halides.

State-of-the art research indicates that the major perovskite degradation pathways include the formation of volatile byprod-
ucts such as molecular iodine, etc. [7]. Such species can leave the active layer, thus making the degradation process irrevers-
ible. However, the reactions that lead to the formation of volatiles can be potentially reversed in the absence of degradation 
factors if the volatiles are trapped inside the active layer.

This is the task where a rational design of charge transport layers (CTLs) and, more specifically, electron transport layers 
can be invaluable. A CTL featuring good charge extraction and transport properties paired with low gas permeability can 
increase the PSCs’ lifetime significantly. And among other techniques employed for CTL, processing magnetron sputtering is 
one of the most promising because it allows the achievement of smooth and uniform surface morphology and precise control 
of such parameters as stoichiometry and presence of surface defects [8].

The field of perovskite photovoltaics is developing at an incredibly fast rate; therefore, a frequent review of the state-of-the-
art achievements is required for a clear understanding of the current situation. In this article, a brief overview of the operating 
principles of perovskite photovoltaics and magnetron sputtering will be presented to form a background for further discus-
sion. After that, the key results in the development of ETLs for PSCs using the sputtering technique will be highlighted. Finally, 
based on the reviewed information, the author will present his suggestions for future research in this area.

III. PEROVSKITE SOLAR CELLS OPERATING PRINCIPLE

As in all other photovoltaic technologies, in PSCs the current is generated upon the absorption of the light by the active 
layer. The energy of absorbed photons causes the excitation of the electrons from the valence band (VB) of the perovskite 
material to the conduction band (CB). Thus, exciton (a bound pair of electron and hole) is formed. A peculiar property of 
halide perovskites partially responsible for their unique photovoltaic performance is extremely low exciton binding energy 
which allows for nearly instant generation of free charge carriers. Following the dissociation of the exciton, electrons and 
holes move into ETL and hole-transport layer (HTL), respectively, where they are extracted from the perovskite and move 
further to the corresponding electrodes. Most often, one of these electrodes is transparent to allow the passage of the light 
to the active layer. Transparent conductive oxides (TCO) such as indium-tin oxide, fluorine-doped tin oxide (FTO), alu-
minum-doped zinc oxide (AZO), etc., are frequently used as materials for this electrode. The other electrode is typically 
opaque. Depending on the sequence of the layers in PSC they can be characterized as having n-i-p (also referred to as 
“conventional”) or p-i-n (also called “inverted”) configuration. In the first case, ETL is placed on top of the transparent elec-
trode followed by the perovskite/HTL/opaque electrode stack. In contrast, in p-i-n structure CTLs come in the reversed 
order [9]. An illustration of both configurations is presented in Fig. 1.
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The need for the introduction of two additional charge-transport layers in PSC is justified by the necessity of spatial sepa-
ration of the positive and negative charge carriers. If such separation is not achieved, the charge carriers would undergo 
recombination on their way to the electrodes which will drastically decrease the power conversion efficiency (PCE) of the 
cell [10].

This factor determines the major requirement for CTLs. They need to simultaneously have an ability to efficiently extract and 
transport charge carriers of their corresponding type (electrons for ETL and holes for the HTL) and completely block the trans-
port of the opposite type. This is achieved by the selection of the materials with the proper band alignment for CTLs. The dia-
gram presented on the Fig. 2 shows an example of the energy level alignment in the perovskite solar cell and illustrates the 
principle of charge separation. To facilitate the extraction of the electrons the electron transport material (ETM) should have 
the position of the conduction band close to the perovskite’s CB. Similarly, hole-transport material’s (HTM’s) valence band 
should be as close to the perovskite’s VB as possible. At the same time, the need to block the transport of holes through the ETL 
and electrons through the HTL places another limitation. The VB of ETM needs to be much lower than that of the perovskite, 
and CB of HTL has to be significantly higher than the perovskites. Such an alignment creates a driving force for the selective 
extraction of the charge carriers in the respective layers and a potential barrier for the countermovement of charges [11].

Since this paper is primarily concerned with ETMs, several inorganic ETMs reported in the literature are shown on the scheme 
[12]-[14]. For all other layers, the most frequently used materials are selected. 

Achieving a good band alignment is crucial for obtaining high-performance PSCs since it directly affects its photovoltaic 
characteristics (mainly open-circuit voltage, Voc). It should be noted that all of these oxide-based ETMs satisfy the criteria of 
band alignment stated above (except for of WO3 having the position of CB slightly lower than the desired level). Therefore, 
from this point of view, they all are viable candidates for PSCs.

Fig. 1.  Schematic illustration of the PSC architecture in n-i-p and p-i-n configurations

Fig. 2.  Energy level alignment in the perovskite solar cells and the scheme of charge carrier separation
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IV. BASICS OF MAGNETRON SPUTTERING

Magnetron sputtering (MS) is a method of material deposition belonging to the so-called physical vapor deposition (PVD) 
type of techniques. Fig. 3 illustrates the basic scheme of this process. 

Since it is a vacuum-based technology, the process is carried out at low pressures (typical range is 10-4 – 10-2 mbar). Only 
a very small amount of sputtering gas necessary for the ignition of the plasma is present in the sputtering chamber. The sput-
tered material is present in the form of a dense and uniform sputtering target mounted on the cathode of the sputtering system. 
During the deposition process perpendicular electric and magnetic fields are generated near the target. This causes electrons 
(presented in a very small concentration in the sputtering gas) to accelerate in the direction orthogonal to the target. They 
move by the spiral trajectories and collide with the atoms of the sputtering gas. If these electrons have high enough energy, 
such collisions cause ionization of the sputtering gas, thus, forming the plasma. The electrons emitted from these collisions are 
in turn accelerated by the field and ionize more gas atoms creating an ionization cascade.

After the ionization, the ions of sputtering gas move by similar spiral trajectories towards the target and bombard the surface 
of the target. The impact of the gas ions may transfer the amount of energy sufficient for the target atoms to leave the surface. 
In this case they are ejected in all directions. Some of these particles eventually aggregate on the substrates which are typ-
ically fixed above the target [8], [15].

Most often, argon is used as a sputtering gas due to its inert nature and relative abundance. However, there are exceptions 
to this. For instance, to sputter light elements (such as carbon) it can be beneficial to use other light gases (i.e. neon) [16] while 
heavier gases (krypton, xenon) are better suited for heavy metals (tungsten etc.) [17] due to the better transfer of momentum 
between the particles. However, in practice they are rarely used because of their high cost.

Sputtering technique allows the deposition of any material that will not irreversibly decompose under the bombardment of 
the argon ions. It is a straightforward and frequently employed method for deposition of metals, metal oxides and nitrides 
as well as some other (mainly inorganic) materials. However, it should be noted that in case of dielectric materials (most of 
semiconductors also falls into this category) there is one additional problem. The bombardment of the target with the charged 
particles leads to the accumulation of the charge on it, which distorts electrical field in the its vicinity. Therefore, shortly after 
the beginning the sputtering process would be impossible. To overcome this issue, radiofrequency (RF) mode of sputtering 
is employed. In this mode the anode-cathode bias is alternated with high frequency (13.56 MHz is established as standard 
frequency). Such alternation prevents the charge accumulation and allows the deposition of dielectric materials. In contrast, 
conducting materials (metals, graphite, some of the TCOs etc.) can be deposited both in direct current (DC) and RF modes [8].

Fig. 3.  a – The mechanism of magnetron sputtering; b – Schematic illustration of the magnetron sputtering setup
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There are several important features that distinguish magnetron sputtering from other PVD techniques. First, the sputtered 
particles undergo a series of collisions with the sputtering gas atoms on their way to the substrate. A consequence of this is a 
significant scattering of such particles, which in turn leads to the elimination of shadowing effects in MS and good coverage 
of the surfaces with the complex profile (e.g. step coverage).

Second, there are a lot of parameters that can be changed during the deposition – sputtering gas pressure (which determines 
the number of collisions between the particles and their mean free path), sputtering power, substrate temperature and many 
others. It is also possible to apply bias to the substrates, inducing the ion bombardment of their surface to influence the mor-
phology of the formed film. These variables make the deposition process much more complicated but simultaneously allow a 
tremendous degree of control to the skilled specialist.

One of the most important features of MS is the possibility to switch from the purely PVD process to a chemical vapor depo-
sition (CVD). This is done by the introduction of the reactive gas into the sputtering chamber along with the sputtering gas. 
Most often, oxygen or nitrogen are employed as reactive gases to produce oxides and nitrides respectively [18]. As it will be 
shown later on in this paper, sometimes it can be a significant advantage in fabrication of high-quality films.

Aside from such versatility and controllability, magnetron sputtering has such important advantages as high reproducibility 
and uniformity of coatings coupled with a reasonable price and potential for integration with roll-to-roll processing. Assum-
ing that TCO-based electrodes are typically produced by MS method, it is more than reasonable to use it in the processing 
of other layers of PSCs as well.

V. DEPOSITION OF ELECTRON TRANSPORT  
MATERIALS FOR PSCs USING  
MAGNETRON SPUTTERING

As it was mentioned earlier, a number of oxide materials was employed as ETMs for perovskite photovoltaics. All of them 
can be processed using magnetron sputtering technique. However, up to date a relatively small number of reports featur-
ing sputtering deposition of metal oxides for this purpose has been published. Moreover, these published papers make use 
of only three most common oxides – titanium dioxide (TiO2), zinc oxide (ZnO) and tin oxide (SnO2) [19]. Therefore, in this 
chapter a brief overview of the current state-of-the-art achievements in this field will be presented with the emphasis on the 
major approaches to improve the quality of the obtained ETLs. After that, several possible directions for further development 
will be highlighted.

A.  Presence of reactive gas and surface defects control

The presence or absence of reactive environment is one of the most influential aspects of the high-quality oxide-based ETL 
fabrication for PSCs. The composition of the sputtering gas can strongly influence the presence of bulk and surface defects, 
and thus impact the conductivity of the film and interfacial recombination. 

Magnetron sputtering was identified as a technique that provides the means of precise control over the presence of surface 
defects. TiO2 being one of the most explored ETMs in PSCs is often processed by solution-based techniques. However, it was 
shown that resulting films contain surface hydroxyl groups and other defects that decrease the PCE of the solar cell. Sputtered 
TiO2, however, lacked such defects. Although the efficiency in this case (15.9%) was lower than in case of high-temperature 
solution-processed TiO2 (16.6%), the fabrication process was fully compatible with the use of flexible PET substrates which 
was not allowed in case of high-temperature deposition. Moreover, sputtered TiO2 provided reasonable efficiencies with 
layer thickness up to 100 nm [20]. Such a thick ETL can efficiently block the diffusion between active layer and the surround-
ing layers. Low sensitivity to ETL thickness was also reported for sputtered zinc oxide [21]. 
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It was repeatedly shown that for SnO2 to work as ETL it is extremely important to maintain a highly oxidative environment 
during the sputtering process. The main reason for that is the possibility of oxygen loss due to low pressure and sputtering 
damage. In oxygen deficient media Sn+4 can be partially reduced to Sn+2 which can compromise ETLs electron extraction and 
transport capabilities since SnO is a p-type semiconductor and can induce charge carrier recombination. 

There is still some controversy as to what concentration of oxygen is the best. One paper suggested that O2 content up to 90% 
leads to a more complete oxidation of Sn-O backbone and decreases the number of surface -OH groups, which can behave 
like shallow electron trap states. That fact was confirmed by X-ray photoelectron spectroscopy (XPS) studies of the sputtered 
films. Further increase of O2 content didn’t show any significant improvement. In the same work a proper optimization of a 
thickness and sputtering rate led to the high PCE of 20.2% [22].

In another case, it was revealed that the slight deviation from the stoichiometry might be beneficial and Ar:O2 ratio of 2:3 
is the best because higher concentration of O2 leads to the decrease in the oxygen vacancies concentration. And oxygen 
vacancies play a key role in SnOx conductivity. In this case, a 18% PCE was achieved [13], [23].

However, in another report a very small O2 concentration of 9% was used to sputter a high-quality tin oxide film from the 
ceramic target. An interesting addition to that is the fact that all other layers of the PSCs including light absorber (mixed-cation 
and mixed-halide perovskite) and HTL (copper phthalocyanine) were also vacuum-processed, which is an interesting con-
cept for improvement of uniformity and reproducibility of thin films comprising PSC. Such an approach yielded 15.1% PCE 
[24]. A similar effect was observed later in another publication [25].

One way to combine the advantages of highly oxidative environment and high concentration of vacancies is to actively heat 
the substrates during the deposition. It was shown that in case of fully reactive SnOx deposition using metal target a sub-
strate heating can induce the formation of vacancies. This also lowers the CB position improving the band alignment with the 
perovskite. Electrochemical impedance spectroscopy (EIS) was used to prove better charge-transfer from the perovskite to 
high-vacancy tin oxide. However, after exceeding some temperature the decrease of the SnOx transmittance made the over-
all PCE to drop slightly. Therefore, a careful balance of the deposition parameters is required to achieve the best results [26]. 
A similar result can be sometimes achieved by a simpler process of post-deposition annealing of ETL. It was shown that in 
PSCs employing TiO2 deposited by MS technique PCE can be increased from 9.8% to 12.5% with the addition of the anneal-
ing step at 500 °C. The main improvement in this case came from the open-circuit voltage [27].

In case of zinc oxide, however, it was shown that the high O2 concentration can have a negative impact on the PSCs char-
acteristics. It was reported that the sputtering by pure argon causes a slight downshifting of ZnO CB which creates a higher 
driving force for charge transfer [28]. Another report contained evidence that there is an optimal O2 concentration in plasma 
(Ar:O2 ratio 1:4) that leads to the smallest number of defects. Simultaneously, such conditions promote the growth of larger 
grains [29]. Such varied influence of O2 suggests a significant complexity of the process and dictates the need for a more 
comprehensive investigation of the oxygen influence on the ETL’s properties. 

In one of the most comprehensive studies of the sputtered zinc oxide films a straightforward way to influence the surface com-
position of ZnO was found. It was shown that the working pressure during the sputter deposition has a dramatic impact on 
the properties of obtained films. Higher pressure limits the energy of charged particles in the plasma and therefore reduces 
the number of defects in the films. XPS study of the samples sputtered at high and low working pressures revealed a signifi-
cant decrease in the number of oxygen vacancies and chemisorbed hydroxyls on the surface. In addition to that, photolumi-
nescence (PL) measurements were used to confirm better charge extraction capabilities of such films. Films sputtered at high 
pressure also were more hydrophobic, which led to the formation of larger perovskite grains on top of ZnO layer, beneficial 
for both stability and efficiency of PSCs. Another important factor that was underlined in this paper is the necessity to anneal 
ZnO just before the perovskite deposition to eliminate all adsorbed water, since it can induce a significant perovskite degra-
dation at the interface. Such careful engineering of the deposition process led to the high PCE of 17.3% [30].
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B.  Texturing effect of the sputtered films 

One of the most prominent examples of what could be achieved by magnetron sputtering in the context of ETLs for PSCs was 
the selective deposition of TiO2 with the preferential {001} facets [31]. The authors of this report suggested that while {101} 
orientation is predominant in most of the sputtered titania films since it has the surface energy value twice as low compared 
to other orientations. This can be changed by a rational design of sputtering conditions. The reason for dominance of {101} 
facets in films lies in the stability of such facets which is caused by their high density. However, if a substrate bias is applied 
this same factor will reduce the stability of {101} facets dramatically, since the dense structures are much more susceptible 
to the sputtering. At the same time, {001} facets have ionic channels facing perpendicular to the surface allowing argon 
ions to pass deeper into the film dissipating their energy without sputtering TiO2. After the application of the substrate bias, 
the formation of the films with predominant {001} facets was confirmed by XRD and high-resolution microscopy studies [31]. 

Further, the authors proved that {001} facets have much better charge extraction properties and form an excellent contact 
with the perovskite. The effect of this was clearly visible by the decrease of the PL intensity and significantly improved JSC and 
FF values of the fabricated devices. One more important factor is the morphology of the sputtered films. In case of the films 
sputtered under the substrate bias, a strong columnar orientation of the titania grains was observed which contributed to the 
conductivity of the films. In summary, this approach resulted in 17.25% PCE without any passivation coatings (compared to 
15.6% for {101}-dominated samples) [31].

C.  Sputtering for PSCs with inverted configuration

To date, most of the research groups working on magnetron sputtering of ETLs focused their attention on n-i-p configuration. It 
is easily explained by the fact that in case of p-i-n configuration ETL should be processed on top of the perovskite layer which 
produces added complications. It was reported several times that magnetron sputtering process can induce a significant 
damage to the underlying organic materials [32]. This also applies to the perovskite absorbers. Such damage causes a lot 
of defects to appear on the surface of the layer which leads to a significant charge carrier recombination and a decrease in 
photovoltaic performance of the devices. Although there have been some indications that it is possible to significantly reduce 
the sputter damage of the perovskite by a proper optimization of deposition regime [33], the more promising approach is the 
insertion of a buffer interlayer between the perovskite and ETL in this case.

Interestingly enough, one of the earliest reports on the use of sputtered ZnO in the PSCs featured p-i-n configuration. In this 
work a thin interlayer of fullerene C60 which is one of best organic n-type semiconductors was used to protect the perovskite 
surface from being damaged by plasma. Dark J-V measurements were carried out to confirm the improvement in the per-
ovskite-ETL interface quality. It was also shown that the thickness of such interlayer is of vital importance. Too thin C60 layer 
was not able to prevent the sputtering damage by itself while too thick layer induced high series resistance in the PSC which 
in turn decreased the FF of the device. In both instances a suboptimal performance of the solar cells was observed. However, 
for optimal thickness of 15 nm a quite remarkable PCE of 10.9% was achieved which is higher than in the reference system 
employing a fullerene derivative [60]PCBM as the only ETM (10.6%). It should be noted that although this PCE is far from cur-
rent records, it is still a considerable achievement given that both perovskite processing techniques made a huge progress in 
the recent years [34] and a large step in the understanding of the HTL influence on PSC performance was made. Consequently, 
PEDOT:PSS used in this work is no longer considered to be the best HTL for inverted PSCs and is typically substituted by some 
other materials such as nickel oxide or PTAA [35], [36]. Both of these improvements would most likely significantly enhance 
the PCE in this case [37].
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Inspired by this work, another research group used the same approach to fabricate PSCs based on FAPbBr3 perovskite material 
which has high bandgap. This is typically an undesirable property for a light absorber due to lower light harvesting. However, 
in case of perovskites it can sometimes be compensated by a high Voc value and better stability. In this case a solution-processed 
fullerene derivative [60]PCBM was used as an interlayer. In addition to that, aqueous HBr was used to improve the surface 
topography of the perovskite film which is of paramount importance in case of sputtering on top of the perovskite. Such tech-
nique allowed to achieve 8.3% efficiency of FAPbBr3-based solar cells which is considered to be a high PCE for this perovskite 
material [38].

D.  ETM doping

While ETM doping can be easily done by co-sputtering from two different targets and is a potentially attractive way to 
improve the charge carrier mobility and tune the energy level alignment, it remains nearly unexplored in the context of PSCs.

Zinc oxide is the most frequently doped ETM in this context. A variety of different dopants can be used to improve its proper-
ties. One of such dopants is gallium. Ga+3 ion has similar ionic radius and M-O bond length to zinc which prevents a signifi-
cant distortion of the ZnO structure during the doping. It was reported to be successfully processed by magnetron sputtering. 
The resulting films had favorable band alignment with the perovskite and higher charge carrier concentration than pristine 
ZnO. Additionally, they displayed a high transmittance (> 87 %) in wide spectral range. The computational simulation pro-
vided theoretical PCE of 21.1% for PSCs with such ETL. However, this calculation is yet to be tested in real devices [39].

Aluminum and fluorine were also tried as dopants [40]. The sputtered ZnO films that contained small amounts of ZnF2 and 
Al2O3 additives demonstrated improved charge carrier mobility and concentration values. Also, they possess a high transmit-
tance in near infra-red spectral range, which is highly important in case of potential manufacturing of tandem solar cells. A 
PCE of more than 15% was achieved in this work. The only major downside of this method is high substrate temperature (320 
°C for optimal conditions) during the deposition, which limits its use in p-i-n or flexible devices [40].

Magnesium doping of ZnO has also been proved to be an effective way to tailor ETM’s CB position and bandgap. It can be 
readily achieved by co-sputtering of ZnO and MgO targets while keeping substrates at room temperature. However, while 
Mg-doped ZnO has higher transparency and favorable band alignment, its resistivity is increased by the addition of Mg+2 
ions leading to the decrease of JSC value and overall PCE of the device [41].

Tin oxide is not as frequently doped as ZnO for use as ETM. Typically, doped SnO2 is used as TCO. However, there has been 
a report featuring tantalum as a potential dopant for SnO2. The optimized film sputtered at substrate temperature of 270 °C 
had a combination of high transmittance and low resistivity. Unfortunately, this material hasn’t been tested in PSCs for now [42].
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VI. POTENTIAL FOR FUTURE RESEARCH

As it was stated above, magnetron sputtering provides a huge number of parameters that can be changed to influence the 
deposition process. The examples presented in this article clearly demonstrate a tremendous impact of these parameters 
on the performance of PSCs. Therefore, a deeper understanding of their impact is required to achieve the best possible 
PCE. 

The absence of consensus on the exact influence of oxygen during the ETM sputtering is one of the most puzzling phenomena. 
Although a great amount of work has been done in this area, a more comprehensive study of this matter is needed to find out 
the optimal balance between oxygen vacancies-induced increase of ETM’s conductivity and the number of surface defects 
that lead to a higher rate of charge carrier recombination. 

Another unexplored domain is ETMs beyond TiO2, SnO2 and ZnO. A number of different ETLs has been reported that can 
be processed by MS. For example, solution-processed BaTiO3 – a perovskite oxide was used as a thin coating on top of 
mesoporous TiO2. An increase of all photovoltaic parameters was observed with the use of such coating leading to the PCE 
growth from 16.1% to 17.9% [43]. Moreover, sputtered BaTiO3 has already been used as UV-blocking and tunable antire-
flection coating for other photovoltaic technologies [44], [45]. Therefore, it seems to be a good candidate for testing as a 
potential sputtered ETL for PSCs.

Another perovskite oxide, SrTiO3 has also been used as electron transport material for highly efficient PSCs [46]-[48]. The same 
applies to indium oxide In2O3 that was used both as a standalone ETL and in combination with other ETMs [49]-[51]. Similarly, 
ZrO2 has been reported as a potential alternative to titanium dioxide [52]. One more metal oxide that was used as ETM in PSCs 
is WO3. The PSCs fabricated using this ETM demonstrated a very low hysteresis. However, it was shown that WO3 is extremely 
sensitive to the presence of defects [53] and MS provides unrivaled potential for defect tuning in metal oxides. 

The facts presented above justify the screening of additional sputtered metal oxides besides those already used in PSCs, since 
a proper optimization of such ETMs can lead to a significant improvement in the solar cell performance.

And finally, although PCE of PSCs using sputtered ETLs was an object of thorough optimization, another vital aspect of its per-
formance was left nearly without investigation until now. The stability of PSCs is the weakest point of this technology. And here 
a good control over the interface quality provided by MS can allow for a significant breakthrough. It is especially attractive 
to deposit a dense and thick CTL on top of the perovskite layer to trap its volatile decomposition products inside. Therefore, 
a systematic investigation of the impact of several different ETMs processed under various conditions on the stability of PSCs 
is highly desirable.

VII. CONCLUSION

Magnetron sputtering is a powerful technique that can be employed in perovskite photovoltaics. A large set of tools in the 
form of various deposition parameters such as working pressure, sputtering gas composition, substrate temperature and bias, 
etc. provided by this method allows for a precise control over the deposition process and highly efficient engineering of the 
deposited film properties. To date, three electron transport materials – TiO2, SnO2 and ZnO were thoroughly optimized for 
use as sputtered ETMs for PSCs. In many cases such optimized layers led to PCE higher than in the reference systems employ-
ing solution-processed ETLs. Additional benefit of using MS for industry is high uniformity and reproducibility of coatings 
necessary for large-scale production of solar panels. Furthermore, there is a huge potential for further development such as 
the additional screening of different materials, optimization of their structure and stoichiometry and assessment of their influ-
ence on PSCs stability.
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