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Two-dimensional Toda chain and its elliptic solutions

Similarly to the CM system, which is obtained as the dynamical system for poles of
singular solutions to KP, the RS system also can be obtained as dynamics of poles
of singular solutions to nonlinear equations. Instead of the KP equation (and the KP
hierarchy) one should consider its �di�erence analog�, i.e., the equation of 2D Toda chain
(and the corresponding hierarchy).

2D Toda chain

The hierarchy of 2D Toda chain is an in�nite set of compatible nonlinear di�erential-
di�erence equations. The set of independent variables includes continuous times t =
{t1, t2, t3, . . .} (�positive� times), t̄ = {t̄1, t̄2, t̄3, . . .} (�negative� times), which enter dif-
ferential equations, and the �zeroth� time t0 = x, which is usually regarded as a space
variable, and the equations with respect to this variable are di�erence. If the negative
times are frozen (put equal to 0), the equations that include the variables x and t form
the modi�ed KP hierarchy (mKP), which can be regarded as a subhierarchy of the 2D
Toda chain.

Let us recall the main de�nitions and facts related to the 2D Toda chain. For more
details see [21]. In the Lax-Sato formalism, the main objects are two Lax operators
L and L̄ which, in contrast to the KP hierarchy, are pseudo-di�erence rather than
pseudodi�erential operators, i.e., in general they are in�nite linear combinations of shift
operators of the form

L = eη∂x +
∑
k≥0

Uk(x)e
−kη∂x , L̄ = c(x)e−η∂x +

∑
k≥0

Ūk(x)e
kη∂x ,

where η is a parameter (�a lattice spacing�), eη∂x is the shift operator de�ned by action
to any function f(x) as e±η∂xf(x) = f(x± η), and the coe�cient functions c(x), Uk, Ūk

are functions of x, t and t̄. Equations of the hierarchy (di�erential-di�erence equations
for the functions c(x), Uk, Ūk) are encoded by the Lax equations

∂tmL = [Bm,L], ∂tmL̄ = [Bm, L̄] Bm = (Lm)≥0,
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∂t̄mL = [B̄m,L], ∂t̄mL̄ = [B̄m, L̄] B̄m = (L̄m)<0,

where
(∑
k∈Z

Uke
kη∂x

)
≥0

=
∑
k≥0

Uke
kη∂x ,

(∑
k∈Z

Uke
kη∂x

)
<0

=
∑
k<0

Uke
kη∂x . For example,

B1 = eη∂x + U0(x), B̄1 = c(x)e−η∂x .

There exist an equivalent formulation in the form of the Zakharov-Shabat equations
for the di�erence operators Bm, B̄m:

∂tnBm − ∂tmBn + [Bm,Bn] = 0,

∂t̄nBm − ∂tmB̄n + [Bm, B̄n] = 0,

∂t̄nB̄m − ∂t̄mB̄n + [B̄m, B̄n] = 0.

In particular, at m = n = 1 we have from the second equation:
∂t1 log c(x) = v(x)− v(x− η)

∂t̄1v(x) = c(x)− c(x+ η),

where v(x) = U0(x). Excluding v(x), we get the following di�erential-di�erence second
order equation for the function c(x):

∂t1∂t̄1 log c(x) = 2c(x)− c(x+ η)− c(x− η),

which is one of the forms of the 2D Toda equation. After the substitution c(x) =
eφ(x)−φ(x−η) it acquires the familiar form

∂t1∂t̄1φ(x) = eφ(x)−φ(x−η) − eφ(x+η)−φ(x).

The Zakharov-Shabat equations are compatibility conditions for the linear problems

∂tmψ = Bm(x)ψ, ∂t̄mψ = B̄m(x)ψ,

where the wave function ψ depends on a spectral parameter z: ψ = ψ(z; t). It has the
following expansion in powers of z:

ψ = zx/ηeξ(t,z)
(
1 +

ξ1(x, t, t̄)

z
+
ξ2(x, t, t̄)

z2
+ . . .

)
,

where
ξ(t, z) =

∑
k≥1

tkz
k.

At integer x/η it is a meromorphic function, otherwise it has a rami�cation at 0 and ∞.

It is convenient to introduce a wave (dressing) operator as the pseudo-di�erence
operator of the form

W(x) = 1 + ξ1(x)e
−η∂x + ξ2(x)e

−2η∂x + . . .
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with the same coe�cients ξk, that enter the expansion of the wave function; then the
wave function is represented in the form

ψ = W(x)zx/ηeξ(t,z).

The dual wave function ψ∗ is de�ned by the formula

ψ∗ = (W†(x−η))−1z−x/ηe−ξ(t,z),

where the conjugate di�erence operator is de�ned by the rule (f(x) ◦ enη∂x)† = e−nη∂x ◦
f(x). The dual wavr function has the expansion

ψ∗ = z−x/ηe−ξ(t,z)

(
1 +

ξ∗1(x, t, t̄)

z
+
ξ∗2(x, t, t̄)

z2
+ . . .

)
.

The linear problems for the dual wave function have the form

−∂tmψ∗ = B†
m(x−η)ψ∗.

In particular,
∂t1ψ(x) = ψ(x+ η) + v(x)ψ(x),

−∂t1ψ∗(x) = ψ∗(x− η) + v(x− η)ψ∗(x),

∂t̄1ψ(x) = c(x)ψ(x− η).

The general solution of the 2D Toda hierarchy is given by the tau-function τ =
τ(x, t, t̄). In terms of it, the hierarchy is encoded by the generating bilinear relation∮

C∞
z

x−x′
η

−1eξ(t,z)−ξ(t′,z)τ
(
x, t− [z−1], t̄

)
τ
(
x′ + η, t′ + [z−1], t̄′

)
dz

=
∮
C0

z
x−x′

η
−1eξ(t̄,z

−1)−ξ(t̄′,z−1)τ
(
x+ η, t, t̄− [z]

)
τ
(
x′, t′, t̄′ + [z]

)
dz

which is valid for all t, t′, t̄, t̄′ and x, x′ such that (x− x′)/η ∈ Z. We use the notation

t± [z] =
{
t1 ± z, t2 ± 1

2
z2, t3 ± 1

3
z3, . . .

}
,

which was already introduced in the context of the KP hierarchy. The integration contour
in the left-hand side is a big circle around ∞, which separates the singularities that come
from the exponential function (they are outside the contour) and the ones that come
from the tau-functions. The integration contour in the right-hand side is a small circle
around 0, which separates the singularities in the similar way.

The bilinear equations of the Hirota-Miwa type are corollaries of the integral equation.
One of them is obtained if to put x′ = x, t̄′ = t̄, t− t′ = [λ−1] + [µ−1] in it, so that

eξ(t,z)−ξ(t′,z) =
λµ

(λ− z)(µ− z)
.
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The integrals can be calculated using the residue calculus. This yields the functional
relation

µτ(x+ η, t+ [λ−1]− [µ−1], t̄)τ(x, t, t̄)− λτ(x+ η, t, t̄)τ(x, t+ [λ−1]− [µ−1], t̄)

+ (λ− µ)τ(x+ η, t+ [λ−1], t̄)τ(x, t− [µ−1], t̄) = 0.

Another important equation is obtained in a similar way by setting x′ = x− η, t− t′ =
[λ−1], t̄− t̄′ = [ν]. It has the form

τ(x, t− [λ−1], t̄)τ(x, t, t̄− [ν])− τ(x, t, t̄)τ(x, t− [λ−1], t̄− [ν])

= νλ−1τ(x+ η, t, t̄− [ν])τ(x− η, t− [λ−1], t̄).

The equations of the hierarchy are obtained by expansion of these relations in powers of
λ, µ, ν.

The coe�cient functions in the Lax operators are expressed through the tau-function.
For example:

U0(x) = v(x) = ∂t1 log
τ(x+ η)

τ(x)
, c(x) =

τ(x+ η)τ(x− η)

τ 2(x)
.

In terms of the tau-function, the Toda equation acquires the form

∂t1∂t̄1 log τ(x) = −τ(x+ η)τ(x− η)

τ 2(x)
.

The wave functions are expressed through the tau-function as follows:

ψ = zx/ηeξ(t,z)
τ(x, t− [z−1], t̄)

τ(x, t, t̄)
,

ψ∗ = z−x/ηe−ξ(t,z) τ(x, t+ [z−1], t̄)

τ(x, t, t̄)
.

One can also introduce additional wave functions ψ̄, ψ̄∗ by the formulas

ψ̄ = zx/ηeξ(t̄,z
−1) τ(x+ η, t, t̄− [z])

τ(x, t, t̄)
,

ψ̄∗ = z−x/ηe−ξ(t̄,z−1) τ(x− η, t, t̄+ [z])

τ(x, t, t̄)
.

They satisfy the same linear equations as ψ, ψ∗ do. It will be convenient to normalize
them in a di�erent way:

ϕ(x) =
τ(x)

τ(x+ η)
ψ̄(x) = zx/ηeξ(t̄,z

−1) τ(x+ η, t, t̄− [z])

τ(x+ η, t, t̄)
,

ϕ∗(x) =
τ(x)

τ(x− η)
ψ̄∗(x) = z−x/ηe−ξ(t̄,z−1) τ(x− η, t, t̄+ [z])

τ(x− η, t, t̄)
.
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They satisfy the linear equations

∂t̄1ϕ(x) = ϕ(x− η)− v̄(x)ϕ(x), −∂t̄1ϕ∗(x) = ϕ∗(x+ η)− v̄(x− η)ϕ∗(x),

where v̄(x) = ∂t̄1 log
τ(x+ η)

τ(x)
.

At last, let us mention some useful corollaries of the integral bilinear relation which
will be used later. Di�erentiating it with respect to tm and putting x = x′, t = t′ t̄ = t̄′

after that, we obtain:

1

2πi

∮
C∞

zm−1τ
(
x, t− [z−1], t̄

)
τ
(
x+ η, t+ [z−1], t̄

)
dz

= ∂tmτ(x+ η, t, t̄)τ(x, t, t̄)− ∂tmτ(x, t, t̄)τ(x+ η, t, t̄)

or

res
∞

(
zmψ(x)ψ∗(x+ η)

)
= −∂tm log

τ(x+ η)

τ(x)
.

Equivalently, this relation can be written as

ψ(x)ψ∗(x+ η) = 1 +
∑
m≥1

z−m−1∂tm log
τ(x+ η)

τ(x)
.

Similarly, di�erentiating the bilinear integral relation with respect to t̄m and putting
x = x′, t = t′, t̄ = t̄′ after that, we obtain:

res
0

(
z−mϕ(x)ϕ∗(x+ η)

)
= −∂t̄m log

τ(x+ η)

τ(x)
.

Here res
∞
, res

0
of a Laurent series is de�ned as res

∞
(z−n) = −δn1, res

0
(z−n) = δn1.

The RS system from dynamics of poles of singular solutions

Among all solutions to the 2D Toda chain, of a special interest are solutions that have a
�nite number of poles in x in a fundamental domain in the complex plane. In particular,
one can consider rational, trigonometric or elliptic solutions with poles depending on the
times t, t̄.

Trigonometric solutions of the 2D Toda chain: correspondence on the level of

hierarchies. We begin with trigonometric solutions in the space variable x. It will be
shown that their pole dynamics in the times tk, t̄k coincides with that of the trigonometric
RS system. Let us present this result in some more details. The tau-function of the 2D
Toda chain for trigonometric solutions has the form

τ(x, t, t̄) = exp
(
−
∑
k≥1

ktk t̄k
) N∏
i=1

(
e2γx − e2γxi(t,t̄)

)
,
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where γ is related to the period. (Zeros xi of the tau-function are poles of the solution.)
The limit γ → 0 corresponds to rational solutions. We will show that the time evolution
of the xi's in the time tm is described by the Hamiltonian �ow with the Hamiltonian

Hm = − sinh(mγη)

mγη
trLm,

where

Lij =
γη eηpi

sinh(γ(xi − xj − η))

∏
l ̸=i

sinh(γ(xi − xl + η))

sinh(γ(xi − xl))

is the Lax matrix of the trigonometric RS system. In particular,

H1 =
∑
i

eηpi
∏
l ̸=i

sinh(γ(xi − xl + η))

sinh(γ(xi − xl))

is the standard Hamiltonian of the RS system. Similarly, the evolution of the xi's in the
time t̄m is described by the Hamiltonian �ow with the Hamiltonian

H̄m = − sinh(mγη)

mγη
trL−m.

The derivation of these results is given below.

The dynamics in t1. Consider �rst the dynamics in positive times, putting t̄ = 0.
The tau-function is then of the form

τ(x, t) =
N∏
i=1

(
e2γx − e2γxi(t)

)
.

As before, it is convenient to pass to the variables

w = e2γx, wi = e2γxi .

In these variables, the tai-function becomes a polynomial of w of degree N with the roots
wi, which are assumed to be distinct: τ =

∏
i

(w − wi). The function v(x) is then given

by the formula

v(x) = ∂t1 log
τ(x+ η)

τ(x)
=
∑
i

(
ẇi

w − wi

− ẇi

qw − wi

)
,

where
q = e2γη.

Here and below in this section dt under letters denotes the derivative with respect to t1.

First, we will study the t1-dynamics. The pole ansatz for the wave function has the
form

ψ = zx/ηet1z
(
1 +

∑
i

2γci
w − wi

)
,
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where we have put tk = 0 at k ≥ 2. The coe�cients ci may depend on t and on z.
Substituting ψ and v into the linear equation

−∂t1ψ(x) + ψ(x+ η) + v(x)ψ(x) = 0,

we get:

−z
∑
i

ci
w − wi

−
∑
i

ċi
w − wi

−
∑
i

ẇici
(w − wi)2

+
∑
i

q−1ci
w − q−1wi

+
1

2γ

∑
i

(
ẇi

w − wi

− ẇiq
−1

w − q−1wi

)
+
∑
i

(
ẇi

w − wi

− ẇiq
−1

w − q−1wi

)∑
k

ck
w − wk

= 0.

The left-hand side is a rational function of w vanishing at in�nity. Possible (simple) poles
are at w = wi and w = q−1wi (the second order poles cancel identically). Therefore,
to obtain equality, one should equate all the residues to zero. This gives the following
system of linear equations for the coe�cients ci:

zci − q
∑
k

ẇick
wi − qwk

=
1

2γ
ẇi

ċi = ci

∑
k ̸=i

ẇk

wi − wk

−
∑
k

ẇk

qwi − wk

+
∑
k ̸=i

ẇick
wi − wk

− q
∑
k

ẇick
wi − qwk

.

In a similar way, the conjugated linear equation

∂t1ψ
∗(x) + ψ∗(x− η) + v(x− η)ψ∗(x) = 0

with the pole ansatz for the ψ∗-function of the form

ψ∗ = z−x/ηe−t1z

(
1 +

∑
i

2γc∗i
w − wi

)

leads to the system

zc∗i −
∑
k

ẇic
∗
k

wk − qwi

= − 1

2γ
ẇi

ċ∗i = c∗i

∑
k ̸=i

ẇk

wi − wk

+
∑
k

qẇk

wi − qwk

+
∑
k ̸=i

ẇic
∗
k

wi − wk

−
∑
k

ẇic
∗
k

qwi − wk

.

After the transformation c̃i = ciw
−1/2
i , c̃∗i = c∗iw

−1/2
i these linear system can be written

in the matrix form (
zI − q1/2L

)
c̃ = ẊW 1/2e, ∂t1 c̃ =M c̃,

c̃∗Ẋ−1
(
zI − q−1/2L

)
= −eTW 1/2, ∂t1 c̃

∗ = −c̃∗M̃,

where c̃ = (c̃1, . . . , c̃N)
T is the column vector, c̃∗ = (c̃∗1, . . . , c̃

∗
N) is the row-vector, e =

(1, 1, . . . , 1)T, and the matrices X, W , L, M , M̃ are of the form

X = diag (x1, x2, . . . , xN), W = diag (w1, w2, . . . , wN),
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Lij = 2γq1/2
ẋiw

1/2
i w

1/2
j

wi − qwj

,

Mij = γδij

∑
k ̸=i

wi+wk

wi−wk

ẋk−
∑
k

qwi+wk

qwi−wk

ẋk

+ 2γ
ẋiw

1/2
i w

1/2
j

wi − wj

(1−δij)− 2γq
ẋiw

1/2
i w

1/2
j

wi − qwj

,

M̃ji = −γδij

∑
k ̸=i

wi+wk

wi−wk

ẋk−
∑
k

wi+qwk

wi−qwk

ẋk

+ 2γ
ẋiw

1/2
i w

1/2
j

wj − wi

(1−δij)− 2γ
ẋiw

1/2
i w

1/2
j

wj − qwi

.

The following commutation relation can be checked directly:

q−1/2WL− q1/2LW = W−1/2ẆEW 1/2.

Here E = eeT is the matrix of rank 1 with all matrix elements equal to 1, as before. This
commutation relation will be used later.

The linear system for the vector c̃ is overdetermined. Taking the t1-derivative of the
�rst equation, and substituting into the second one, we obtain the compatibility condition
for the system: (

L̇+ [L,M ]
)
c̃+ q−1/2

(
Ẍ + γẊ2 −MẊ

)
W 1/2e = 0.

A direct calculation shows that

L̇+ [L,M ] = RL,(
Ẍ + γẊ2 −MẊ

)
W 1/2e = RẊW 1/2e,

where
R = ẌẊ−1 +D+ +D− − 2D0

and the diagonal matrices D±, D0 have the form

D±
ij = δijγ

∑
k ̸=i

q±1wi + wk

q±1wi − wk

ẋk, D0
ij = δijγ

∑
k ̸=i

wi + wk

wi − wk

ẋk.

Therefore, the compatibility condition acquires the form Rc̃ = 0, that means that Rii = 0
for all i. This gives the equations of motion of the trigonometric RS system

ẍi = −γ
∑
k ̸=i

ẋiẋk
(
coth(γ(xik + η)) + coth(γ(xik − η))− 2 coth(γxik)

)

=
∑
k ̸=i

ẋiẋk
2γ sinh2(γη) cosh(γxik)

sinh(γxik) sinh(γ(xik + η)) sinh(γ(xik − η))
,

The matrix equation L̇+ [L,M ′] = 0 with

Lij =
γẋi

sinh(γ(xij − η))
,

M ′
ij = γδij

∑
k ̸=i

ẋk coth(γxik)−
∑
k

ẋk coth(γ(xik + η))

+ (1− δij)
γẋi

sinh(γxij)
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is the Lax representation for them. These equations are Hamiltonian with the Hamiltonian

H1 =
∑
i

eηpi
∏
k ̸=i

sinh(γ(xik + η))

sinh(γxik)

The Lax equation implies that the conserved quantities have the form trLm. In the paper
[10] it is shown that they are in involution.

The dynamics in positive times. For the analysis of the dynamics in higher positive
times tk, k ≥ 2 we employ the earlier obtained relation

res
∞

(
zmψ(x)ψ∗(x+ η)

)
= −∂tm log

τ(x+ η)

τ(x)
,

which for trigonometric solutions acquires the form

1

2πi

∮
C∞

zm−1

(
1 +

∑
i

2γci
w − wi

)(
1 +

∑
k

2γc∗k
qw − wk

)
dz =

∑
i

(
∂tmwi

w − wi

− ∂tmwi

qw − wi

)
.

The both sides are rational functions of w with simple poles at w = wi and w = q−1wi

vanishing at in�nity. Equating residues at the poles, we get:

∂tmxi = −2γ res
∞

(
zmc̃∗i ẇ

−1
i c̃i

)
.

The solution to the linear equations for the vectors c̃, c̃∗, yield:

c̃ =
1

2γ
(zI − q1/2L)−1ẆW−1/2e, c̃∗ = − 1

2γ
eTW 1/2(zI − q−1/2L)−1ẆW−1.

Plugging this into the expression for ∂tmxi, we obtain:

∂tmxi = − 1

2γ
res
∞

∑
k,k′

[
zmw

1/2
k

( 1

zI − q−1/2L

)
ki
w−1

i

( 1

zI − q1/2L

)
ik′
ẇk′w

−1/2
k′

]

= − 1

2γ
res
∞

tr

(
zmẆW−1/2EW 1/2 1

zI − q−1/2L
EiW

−1 1

zI − q1/2L

)
,

where Ei is the diagonal matrix with matrix elements (Ei)jk = δijδik. Using the commutation
relation

q−1/2WL− q1/2LW = W−1/2ẆEW 1/2,

we have:

∂tmxi = − 1

2γ
res
∞

tr

(
zm(q−1/2WL− q1/2LW )

1

zI − q−1/2L
EiW

−1 1

zI − q1/2L

)

= − 1

2γ
res
∞

tr

(
zm
(
Ei

1

zI − q−1/2L
− Ei

1

zI − q1/2L

))
.

Further, we use the identity

EiL = ẋi
∂L

∂ẋi
= η−1 ∂L

∂pi
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which is easy to check, to continue the chain of equalities:

∂tmxi = − 1

2γη
res
∞

tr

(
zm

(
∂L

∂pi

L−1

zI − q−1/2L
− ∂L

∂pi

L−1

zI − q1/2L

))

=
1

2γη
(q−m/2 − qm/2) tr

(
∂L

∂pi
Lm−1

)
= −sinh(mγη)

mγη

∂

∂pi
trLm.

This gives the �rst half of the Hamiltonian equations for the �ow in tm:

∂tmxi =
∂Hm

∂pi
, Hm = −sinh(mγη)

mγη
trLm.

The derivation of the second half of Hamiltonian equations requires more e�orts. The
idea was suggested in the work [22] for rational solutions. First of all we note that the
�rst half of the Hamiltonian equations can be written as

∂tmxi = −mηκmtr (EiL
m), κm =

sinh(mγη)

mγη
.

Di�erentiating with respect to t1 and using the Lax equations, we have:

∂tm ẋi = −mηκmtr (Ei[M
′, Lm]) = −mηκmtr (Lm[Ei,M

′]).

Now, let us act be the di�erential operator ∂tm to the equation

log ẋi = ηpi +
∑
k ̸=i

log
sinh(γ(xik + η))

sinh(γxik)
+ log η.

We get:

∂tmpi = η−1∂tm log ẋi − η−1
∑
j

∑
l ̸=i

∂

∂xj
log

sinh(γ(xil + η))

sinh(γxil)
∂tmxj

= −mκmẋ−1
i tr (Lm[Ei,M

′]) +mκm
∑
j

∑
l ̸=i

∂

∂xj
log

sinh(γ(xil + η))

sinh(γxil)
tr (EjL

m)

= −mκm tr
(
A(i)Lm−1

)
,

where the matrix A(i) is of the form

A(i) = ẋ−1
i (LEiM

′ −M ′EiL)−
∑
j

∑
l ̸=i

∂

∂xj
log

sinh(γ(xil + η))

sinh(γxil)
EjL.

Note that the diagonal part of the matrix M ′ does not contribute, so instead of M ′ we
can substitute its o�-diagonal part

Aij = 2γ(1− δij)
ẋiw

1/2
i w

1/2
j

wi − wj

.

The matrix elements are:

(LEiA)jk = γẋiLjk

(
wi + wk

wi − wk

− qwi + wk

qwi − wk

)
(1− δik),
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(AEiL)jk = −γẋiLjk

(
wi + wj

wi − wj

− wi + qwk

wi − qwk

)
(1− δij),

∑
l

∑
r ̸=i

∂

∂xl
log

sinh(γ(xir + η))

sinh(γxir)
(ElL)jk

= γδijLjk

∑
r ̸=i

(
qwi + wr

qwi − wr

− wi + wr

wi − wr

)
− γ(1− δij)Ljk

(
qwi + wj

qwi − wj

− wi + wj

wi − wj

)
.

Collecting everything together, we �nd matrix elements of the matrix A(i):

A
(i)
jk = γLjk

(
wi + wk

wi − wk

(1− δik)−
wi + qwk

wi − qwk

(1− δij) +
qwi + wj

qwi − wj

(δik − δij)

−δij
∑
r ̸=i

(
qwi + wr

qwi − wr

− wi + wr

wi − wr

).
A direct calculation shows that

A(i) = − ∂L

∂xi
− [C(i), L],

where C(i) is the following matrix:

C(i) = γ
∑
l

qwl + wi

qwl − wi

El − γ
∑
l ̸=i

wl + wi

wl − wi

El.

Indeed,

∂Ljk

∂xi
= γLjk

(
wj + qwk

wj − qwk

(δik − δij) +
wi + qwj

wi − qwj

(1− δij)−
wi + wj

wi − wj

(1− δij)

+ δij
∑
r ̸=i

(
qwi + wr

qwi − wr

− wi + wr

wi − wr

) ,
[C(i), L]jk = γLjk

(
qwj + wi

qwj − wi

− qwk + wi

qwk − wi

− wj + wi

wj − wi

(1− δij) +
wk + wi

wk − wi

(1− δik)

)
,

hence A(i) + ∂L/∂xi + [C(i), L] = 0. From the relation

A(i) = − ∂L

∂xi
− [C(i), L]

we conclude that

∂tmpi = −mκm tr
(
A(i)Lm−1

)
= mκm tr

(
∂L

∂xi
Lm−1

)
= κm

∂

∂xi
trLm.

This gives the second half of Hamiltonian equations for the highest �ows:

∂tmpi = −∂Hm

∂xi
.
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The dynamics in negative times. For analysis of the dynamics of zeros of the tau-
function in the negative times, we �rst consider the evolution in t̄1. We will use the
additional wave functions ϕ, ϕ∗. The ansatz for them is

ϕ(x) = zx/ηet̄1z
−1

(
1 +

∑
i

2γbi
qw − wi

)
,

ϕ∗(x) = z−x/ηe−t̄1z−1

(
1 +

∑
i

2γb∗i
q−1w − wi

)
,

where bi, b
∗
i are some coe�cients that depend on z and on the times but not on x.

Similarly to the previous case, we substitute the wave functions into the linear problems
and obtain a system of linear equations for b, b∗ as the condition of cancellation of the
poles. The equations for bi's are the same as the ones for c

∗
i , with the change z → −z−1,

w → qw and ∂t1 → ∂t̄1 , with b∗i è ci being connected in the similar way. Passing to

b̃i = w
−1/2
i bi, b̃

∗
i = w

−1/2
i b∗i , we have, after some calculations:

b̃T(∂t̄1X)−1(z−1I + q−1/2L̄) = eTW 1/2,

(z−1I + q1/2L̄)b̃∗ = −∂t̄1XW 1/2e,

where the matrix L̄ has the form

L̄ij = 2γq1/2
∂t̄1xiw

1/2
i w

1/2
j

wi − qwj

.

This matrix satis�es the commutaton relation

q−1/2WL̄− q1/2L̄W = W−1/2∂t̄1W EW 1/2.

Using the relation

res
0

(
z−mϕ(x)ϕ∗(x+ η)

)
= −∂t̄m log

τ(x+ η)

τ(x)
,

we �nd, similarly to the above,

∂t̄mxi = −2γ res
0

(
z−m−2b̃∗i (∂t̄1wi)

−1b̃i
)
.

Plugging here the solutions of the linear systems and repeating the calculations done for
positive times, we will have:

∂t̄mxi = (−1)m
sinh(mγη)

γ
tr (EiL̄

m).

Let us derive a relation between the matrices L and L̄. For this, we need the relation
between the velocities ẋi = ∂t1xi and ∂t̄1xi which can be obtained from the Toda equation

∂t1∂t̄1 log τ(x) = −τ(x+ η)τ(x− η)

τ 2(x)
.
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Plugging here the tau-function in the form τ =
∏
i

(w − wi), we obtain:

∑
i

∂t1∂t̄1wi

w − wi

+
∑
i

∂t1wi ∂t̄1wi

(w − wi)2
=
∏
k

(qw − wk)(q
−1w − wk)

(w − wk)2
.

Comparing the coe�cients in front of the highest poles, we arrive at the relation

∂t1wi ∂t̄1wi =

∏
k(qwi − wk)(q

−1wi − wk)∏
l ̸=i(wi − wl)2

or

∂t1X ∂t̄1X =
1

4γ2
W−2U+U−,

where U± are diagonal matrices of the form

(U±)ij = δij

∏
k(wi − q±1wk)∏
l ̸=i(wi − wl)

.

We also need the matrix inverse to the Cauchy matrix

Cij =
1

wi − qwj

.

It has the form

C−1
ij =

1

qwi − wj

∏
k(qwi − wk)(wj − qwk)

qN−1
∏

l ̸=j(wj − wl)
∏

l′ ̸=i(wi − wl′)

or
C−1 = −qU−C

TU+.

Now we can write: L = 2γq1/2∂t1XW 1/2CW 1/2 è íàõîäèì:

L−1 =
q−1/2

2γ
W−1/2C−1W−1/2(∂t1X)−1

= −2γq1/2W−1/2U−C
TW−1/2∂t̄1XW 2U−1

−

= −2γq1/2W−1U−
(
∂t̄1XW 1/2CW 1/2

)T
(W−1U−)

−1

= −W−1U− L̄
T(W−1U−)

−1.

We see that the matrix −L̄T is connected to the L−1 by a similarity transformation.
Using the fact that EiL̄ = −η−1∂L̄/∂pi, we can rewrite the equations of motion

∂t̄mxi = (−1)m
sinh(mγη)

γ
tr (EiL̄

m)

as

∂t̄mxi = −sinh(mγη)

mγη

∂

∂pi
trL−m =

∂H̄m

∂pi
,

which is just the �rst half of the Hamiltonian equations for higher �ows in the negative
times.
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After the calculations for the positive times, there are no problems to derive the
second part of the Hamiltonian equations. Note that

∂t̄mxi = mηκm tr (EiL
−m).

In the full analogy with the above calculations, we obtain:

∂t̄mpi = mκm tr (A(i)L−m−1)

with the same matrix A(i). By virtue of the relation

A(i) = − ∂L

∂xi
− [C(i), L]

we have:

∂t̄mpi = −mκm tr
( ∂L
∂xi

L−m−1
)
= mκm tr

(∂L−1

∂xi
(L−1)m−1

)
= κm

∂

∂xi
trL−m.

This gives the Hamiltonian equations

∂t̄mpi = −∂H̄m

∂xi
.

In particular,

H̄1 =
sinh2(γη)

γ2η2
∑
i

e−ηpi
∏
k ̸=i

sinh(γ(xik − η))

sinh(γxik)
.

Elliptic solutions. Consider solutions that are elliptic functions of x and �nd the
dynamics of their poles as functions of t1. For elliptic solutions we have the linear problem

∂t1ψ(x) = ψ(x+ η) + v(x)ψ(x),

where the function v(x) has the form

v(x) =
∑
i

ẋi
(
ζ(x− xi)− ζ(x− xi + η)

)
(the dot means the t1-derivative). It is a double-periodic function of x, so it is natural to
search for solutions among double-Bloch functions. As before, we represent the solution
as a sum of the elementary double-Bloch functions

Φ(x, λ) =
σ(x+ λ)

σ(λ)σ(x)
e−ζ(λ)x.

The expression has the form

ψ = kx/ηet1k
∑
i

ciΦ(x− xi, λ),
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where k is the second spectral parameter, which is going to be connected with λ by
equation of the spectral curve. Substituting this ansatz into the linear problem, we obtain
the conditions of cancellation of the poles at x = xi and x = xi − η in the form

kci + ċi = ẋi
∑
j ̸=i

cjΦ(xi − xj) + ci
∑
j ̸=i

ẋjζ(xi − xj)− ci
∑
j

ẋjζ(xi − xj + η)

kci − ẋi
∑
j

cjΦ(xi − xj − η) = 0,

where we omit the second argument of the function Φ for brevity. These conditions can be
written in the matrix form as a system of linear equations for the vector c = (c1, . . . , cN)

T:
L(λ)c = kc

ċ =M(λ)c,

where the N×N matrices L, M have the form

Lij(λ) = ẋiΦ(xi − xj − η, λ),

Mij(λ) = δij
(∑
l ̸=i

ẋlζ(xi − xl)−
∑
l

ẋlζ(xi − xl + η)
)

+ (1− δij)ẋiΦ(xi − xj, λ)− ẋiΦ(xi − xj − η, λ).

We recognize the Lax pair for the elliptic RS system. The compatibility condition of the
linear system is the Lax equation L̇+ [L,M ] = 0. The last term in the expression for the
matrix M can be ignored because it is proportional to the matrix L and thus cancels in
the Lax equation.

The correspondence of elliptic solutions to the 2D Toda chain and the elliptic RS
system on the level of hierarchies was established in the work [23]. The result is as follows.
The dynamics in all the times t, t̄ is Hamiltonian, and the corresponding Hamiltonians
are the higher RS Hamiltonians. Their generating function is λ(z), and the spectral
parameters λ, z are connected by the equation of the spectral curve

det
N×N

(
zeηζ(λ)I − L(λ)

)
= 0.

The spectral curve is conserved for the dynamics in all times. A point on it is a pair
P = (z, λ), where z, λ are connected by the equation. There are two distinguished points
on the spectral curve: P∞ = (∞, 0) and P0 = (0, Nη). The Hamiltonians that generate
dynamics in positive times t are de�ned as coe�cients of the expansion of the function
λ(z) in inverse powers of z near the point P∞, while the Hamiltonians that generate
dynamics in negative times t̄ are coe�cients in the expansion of λ(z) in positive powers
of z near the point P0.
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