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*

Field generalization of the CM and RS systems

The CM and RS system admit a so-called �eld generalization, when the system of N
particles with coordinates xi depending on time t turns into a 2D �eld theory with
N ��elds� xi, which depend not only on time t but also on an extra space variable x:
xi = xi(x, t). Such �eld systems can be obtained from analysis of more general elliptic
solutions to nonlinear equations, when we consider solutions that are elliptic functions of
a variable which is not necessarily the space variable.

Elliptic families of solutions to the KP hierarchy and �eld generalization

of the CM system

Derivation of the equations of motion. In previous sections we studied solutions of
the KP hierarchy that are elliptic functions of the space variable x = t1. Here, following
the work [36], we are going to consider more general elliptic solutions that are elliptic
functions of some linear combination of higher times: u =

∑
k

βktk. In [36] such solutions

were called elliptic families. They form a special subclass of general algebraic-geometrical
solutions constructed from a complex algebraic curve and some additional data on it. It
can be shown that tau-function for such solutions, as a function of u, has the form

τ(t) = f(t)eγ1u+γ2u2
N∏
i=1

σ(u− ui(t)),

where γ1, γ2 are constants, and f is some function of the times t. In what follows we
restrict ourselves by considering the dependence on x = t1 and t = t2 and will write
ui = ui(x, t). (These ui will be the �elds of the �eld CM system depending on x, t.)
Accordingly, for the KP solution we have:

U = 2∂2x log τ = 2∂2x
∑
i

log σ(u− ui)
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= −2
∑
i

(
u2i,x℘(u− ui) + ui,xxζ(u− ui)

)
+ c(x, t),

where c(x, t) is some so far unknown function of x, t. Since U should be an elliptic function
of u, there is the relation ∑

i

ui,xx = 0.

As before, our main technical tool is the �rst linear problem for the KP hierarchy:

∂tψ − ∂2xψ − Uψ = 0.

We will �nd solutions among double-Bloch functions of u with N poles at u = ui:

ψ =
N∑
i=1

ciΦ(u− ui, λ).

Finding the derivatives, we have:

∂tψ =
∑
i

ci,tΦ(u− ui, λ)−
∑
i

ciui,tΦ
′(u− ui, λ),

∂2xψ =
∑
i

ci,xxΦ(u− ui, λ)− 2
∑
i

ci,xui,xΦ
′(u− ui, λ)

+
∑
i

ciu
2
i,xΦ

′′(u− ui, λ)−
∑
i

ciui,xxΦ
′(u− ui, λ).

Substituting then into the linear equation for ψ together with the explicit form of U , we
get in the left-hand side an expression that has poles at u = ui up to the third order.
The highest poles cancel identically. Cancellation of the second and �rst order poles gives
an overdetermined system for the coe�cients ci. Representing them as a column vector
c = (c1, . . . , cN)

T, we can write this system as
cx = Lc,

ct =Mc, M = L2 + Lx + A,

where matrices L, A have the following matrix elements:

Lij = ξiδij + (1− δij)ui,xΦ(ui − uj, λ), ξi =
ui,t + ui,xx

2ui,x
,

Aij = δij

u2i,x℘(λ)− 2
∑
k ̸=i

(
u2k,x℘(ui − uk) + uk,xxζ(ui − uk)

)
+ c(x, t)


−2(1− δij)

(
u2i,xΦ

′(ui − uj, λ) + ui,xxΦ(ui − uj, λ)
)
.

It is easy to see that the compatibility condition for this system has the form of the
Zakharov-Shabat equation:

Lt −Mx + [L,M ] = 0.
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We need the following identities for the function Φ(u, λ):

Φ(x, λ)Φ(y, λ) = Φ(x+ y, λ)
(
ζ(x) + ζ(y)− ζ(x+ y + λ) + ζ(λ)

)
,

Φ(x− y, λ)Φ(y − z, λ) = −Φ′(x− z, λ) + Φ(x− z, λ)η(x, y, z),

where
η(x, y, z) = ζ(x− y) + ζ(y − z) + ζ(z − x),

and
Φ′′(x, λ) = Φ(x, λ)(2℘(x) + ℘(λ)).

Note that η(x, y, z) is an anti-symmetric elliptic function in all the three arguments.

Problem. Prove these identities.

Problem. Using these identities, prove that matrix elements of the matrix M have the
following form:

Mii = ui,x
(∑

k

uk,x
)
℘(λ) +mi,

Mij = −ui,x
(∑

k

uk,x
)
Φ′(ui − uj, λ) +mijΦ(ui − uj, λ), i ̸= j,

where

mi = ξ2i + ξi,x + c(x, y)−
∑
k ̸=i

(
(2u2k,x + ui,xuk,x)℘(ui − uk) + 2uk,xxζ(ui − uk)

)
,

mij = (ξi + ξj)ui,x − ui,xx + ui,x
∑
k ̸=i,j

uk,xη(ui, uk, uj).

Consider �rst o�-diagonal matrix elements in the left-hand side of the Zakharov-Shabat
equation. A direct calculation, using the above identities, leads to the following expressions
for them as functions of λ:(
Lt−Mx+[L,M ]

)
ij
=

[
r2℘(λ) + r1

(
ζ(ui−uj+λ)− ζ(ui−uj)− ζ(λ)

)
+ r0

]
Φ(ui−uj, λ),

where i ̸= j, è r0, r1, r2 are some coe�cients which depend only on ul, l = 1, . . . , N and
their derivatives with respect to x, t. It is easy to see that r2 = 0.

Problem. Prove that r1 = r0 = 0.

Let us make some remarks concerning this problem. The proof that r1 = 0 is a relatively
direct but heavy calculation. The proof that r0 = 0 is more di�cult. It requires a rather
complicated identity for elliptic functions of several variables which can be proved by the
standard method: one should consider r0 as elliptic function of ui and check that it does
not have poles at ui = ul, l ̸= i, and then �nd it at ui = uj.

We have shown that
(
Lt−Mx+[L,M ]

)
ij
= 0 at i ̸= j. Vanishing of diagonal elements

is equivalent to equations of motion for ui(x, t). The diagonal elements are given by(
Lt−Mx+[L,M ]

)
ii
= ξi,t −mi,x − ui,xx

(∑
l

ul,x
)
℘(λ)
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+
∑
k ̸=i

∑
l

ui,xuk,xul,x
(
Φ′(ui − uk, λ)Φ(uk − ui, λ)− Φ′(uk − ui, λ)Φ(ui − uk, λ)

)
+

∑
k ̸=i

(ui,xmki − uk,xmik)Φ(ui − uk, λ)Φ(uk − ui, λ).

One should substitute here the expressions for ξi, mi, mik and use the identities

Φ′(x, λ)Φ(−x, λ)− Φ′(−x, λ)Φ(x, λ) = −℘′(x),

Φ(x, λ)Φ(−x, λ) = ℘(λ)− ℘(x).

After some algebra we obtain:

ui,tt = 2ui,xcx(x, t) +
(u2i,t − u2i,xx

ui,x
+ ui,xxx

)
x

+4ui,x
∑
k ̸=i

[
u3k,x℘

′(ui − uk)− 3uk,xuk,xx℘(ui − uk)− uk,xxxζ(ui − uk)
]
.

To �nd the function c(x, t), we use the following arguments. As it follows from
the geberal theory of the KP hierarchy, the wave function is proportional to the ratio
τ(t− [z−1])

τ(t)
. Our tau-function is proportional to the product

∏
i

σ(u− ui(t)). Therefore,

the condition that the wave function is a double-Bloch one with time independent Bloch
multipliers implies that the sum

∑
i

ui(t) has to have a linear dependence on time. In

particular, we have: ∑
i

ui,tt = 0,
∑
i

ui,x = h = const,

and the function c(x, t) can be �xed by summation of the equations over all i from 1 to
N . Then the left-hand side vanishes and we can express cx(x, t) through ul's and their
x-derivatives. It turns out that it is possible to integrate over x once, so the result has
the form

c(x, t) =
1

h
V (x, t) +

∑
i

u2i,xx − u2i,t
2hui,x

,

where

V (x, t) =
∑
i ̸=k

[
ui,xuk,x(ui,x + uk,x)℘(ui − uk) + (ui,xuk,xx − uk,xui,xx)ζ(ui − uk)

]
.

The function c(x, t) is de�ned up to adding an arbitrary function of t, but this does
not in�uence the equations of motion. So, we have obtained the equations of motion of
the �eld elliptic CM system. They are reduced to the standard CM system after the
substitution ui(x, t) = x+ xi(t).

The Hamiltonian formulation. Let us introduce canonical �eld variables pi(x), ui(x)
with the Poisson brackets

{pi(x), pj(x′)} = {ui(x), uj(x′)} = 0, {ui(x), pj(x′)} = δijδ(x− x′).
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The �eld CM system is Hamiltonian with the Hamiltonian

H =
∫
Hdx,

where the Hamiltonian density has the form

H = −
∑
i

p2iui,x +
∑
i

u2i,xx
4ui,x

+
1

2
V +

1

h

(∑
i

piui,x
)2
.

Here V is the same as above:

V =
∑
i ̸=k

[
ui,xuk,x(ui,x + uk,x)℘(ui − uk) + (ui,xuk,xx − uk,xui,xx)ζ(ui − uk)

]
.

Let us show that the Hamiltonian equations

ui,t =
δH
δpi

, pi,t = −δH
δui

are equivalent to the equations of motion given above. Here δH/δpi, δH/δui are variational
derivatives of the functionalH with respect to the �elds pi(x), ui(x). Since the Hamiltonian
density depends on pi, ui, ui,x and ui,xx, we have, according to the rules of variational
calculus:

δH
δpi

=
∂H

∂pi
,

δH
δui

=
∂H

∂ui
− d

dx

∂H

∂ui,x
+

d2

dx2
∂H

∂ui,xx
.

After the calculations, we obtain the Hamiltonian equations in the explicit form:

ui,t = −2piui,x +
2

h

(∑
k

pkuk,x
)
ui,x,

pi,t = −2
∑
k ̸=i

(
u3k,x℘

′(ui − uk)− 3uk,xuk,xx℘(ui − uk)− uk,xxxζ(ui − uk)
)

−2pipi,x +
1

2ui,x

(u2i,xx
ui,x

)
x
− ui,xxxx

2ui,x
+

2

h

(
pi

∑
k

pkuk,x
)
x
.

Problem. Find ui,tt and show that these equations are equivalent to the equations of
motion given above.

This is a direct but rather long calculation.

Elliptic families of solutions to the 2D Toda chain and �eld gene-

ralization of the RS system

The �eld generalization of the RS system was sugegsted in the work [37]. It is based on
the same idea to consider more general elliptic solutions, now not of the KP hierarchy
but the 2D Toda chain hierarchy. For simplicity, we �x all negative times and consider
only dependence on the positive times. We assume that solutions are elliptic functions of
some linear combination of the higher times which we denote by u.
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Derivation of equations of motion. The starting point is again the linear problem

∂tψ(x) = ψ(x+ η) + b(x)ψ(x), b(x) = ∂t log
τ(x+ η)

τ(x)
.

Like in the KP case, one can show that the tau-function for elliptic families has the
general form

τ = f(x, t)eγ1u+γ2u2
N∏
i=1

σ(u− ui(x, t)),

where γ1, γ2 are constants and f is some function of x, t. Then

b(x) = b(u, x, t) =
∑
i

(
u̇i(x)ζ(u− ui(x))− u̇i(x+ η)ζ(u− ui(x+ η)

)
+ c(x, t)

with some function c(x, t). As in the KP case, the sum
∑
i

ui has a linear dependence on

x, t. Denote ∑
i

u̇i = β = const.

Since b(u, x, t) is an elliptic function of u, so we should search solutions among double-
Bloch functions

ψ(x) =
N∑
i=1

ci(x)Φ(u− ui(x), λ),

where we skip the dependence on t for brevity. Below we will also often skip the second
argument of Φ.

Substitution to the linear problem gives:

N∑
i=1

ċi(x)Φ(u− ui(x))−
N∑
i=1

ci(x)u̇i(x)Φ
′(u− ui(x))−

N∑
i=1

ci(x+ η)Φ(u− ui(x+ η))

−
N∑
i=1

(
u̇i(x)ζ(u− ui(x))− u̇i(x+ η)ζ(u− ui(x+ η))

) N∑
j=1

cj(x)Φ(u− uj(x))

−c(x, t)
N∑
i=1

ci(x)Φ(u− ui(x)) = 0.

Cancellation of poles leads to the following system:

ci(x+ η) = u̇i(x+ η)
N∑
j=1

cj(x)Φ(ui(x+ η)− uj(x)),

ċi(x) = u̇i(x)
N∑
j ̸=i

cj(x)Φ(ui(x)− uj(x)) + ci(x)
N∑
j ̸=i

u̇j(x)ζ(ui(x)− uj(x))

−ci(x)
N∑
j=1

u̇j(x+ η)ζ(ui(x)− uj(x+ η)) + ci(x)c(x, t).
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They can be represented in matrix form:

ci(x+ η) =
N∑
j=1

Lij(x)cj(x),

ċi(x) =
N∑
j=1

Mij(x)cj(x),

where the mattices L and M are

Lij(x, λ) = u̇i(x+ η)Φ(ui(x+ η)− uj(x), λ),

Mij(x, λ) = (1− δij)u̇i(x)Φ(ui(x)− uj(x), λ)

+ δij
(∑
k ̸=i

u̇k(x)ζ(ui(x)− uk(x))−
∑
k

u̇k(x+ η)ζ(ui(x)− uk(x+ η)) + c(x, t)
)
.

The compatibility condition is the semi-discrete Zakharov-Shabat equation

R(x) =: L̇(x) + L(x)M(x)−M(x+ η)L(x) = 0.

The matrices L, M depend on the spectral parameter λ, and this equation should hold
for all λ.

It is useful to introduce the matrices

A+
ij(x) = Φ(ui(x+ η)− uj(x)),

A0
ij(x) = (1− δij)Φ(ui(x)− uj(x))

and diagonal matrices

Λij(x) = δijui(x),

D0
ij(x) = δij

∑
k ̸=i

u̇k(x)ζ(ui(x)− uk(x)),

D±
ij(x) = δij

∑
k

u̇k(x± η)ζ(ui(x)− uk(x± η)).

In this notation

L(x) = Λ̇(x+ η)A+(x), M(x) = Λ̇(x)A0(x) +D0(x)−D+(x) + c(x, t)I.

We have:

R(x) = Λ̈(x+ η)A+(x) + Λ̇(x+ η)
(
S(x) + A+(x)(D0(x)−D+(x))

−(D0(x+ η)−D+(x+ η))A+(x) + (c(x, t)− c(x+ η, t))A+(x)
)
,

where
S(x) = Ȧ+(x) + A+(x)Λ̇(x)A0(x)− A0(x+ η)Λ̇(x+ η)A+(x).
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The expression for S(x) can be transformed with the help of already familiar identities
for the function Φ.

Problem. Show that

Sij(x) = Φ(ui(x+ η)− uj(x))
(
D−

ii (x+ η) +D+
jj(x)−D0

jj(x)−D0
ii(x+ η)

)
.

Collecting everything together, we obtain the matrix identity

R(x) =
(
Λ̈(x+ η)Λ̇−1(x+ η) +D−(x+ η) +D+(x+ η)− 2D0(x+ η)

+(c(x, t)− c(x+ η, t))I
)
L(x),

which implies that the compatibility condition is equivalent to vanishing of all elements
of the diagonal matrix that stands in front of L(x):

Λ̈(x+ η)Λ̇−1(x+ η) +D−(x+ η) +D+(x+ η)− 2D0(x+ η) + (c(x, t)− c(x+ η, t))I = 0.

Hence we obtain the equations of motion:

üi(x) +
∑
k

(
u̇i(x)u̇k(x− η)ζ(ui(x)− uk(x− η)) + u̇i(x)u̇k(x+ η)ζ(ui(x)− uk(x+ η))

)

− 2
∑
k ̸=i

u̇i(x)u̇k(x)ζ(ui(x)− uk(x)) + (c(x− η, t)− c(x, t))u̇i(x) = 0.

They resemble the equqations of motion for the RS system. The latter can be reproduced
by the substitution ui = xi + x (with c(x, t) = c(x+ η, t)). Summing over i from 1 to N ,
we �nd the function c(x, t):

c(x, t) =
1

β

N∑
i,k=1

u̇i(x)u̇k(x+ η)ζ(ui(x)− uk(x+ η))

(up to adding a t dependent and η-periodic function of x, which does not in�uence the
equations of motion).

The lattice version of the equations of motion is obtained after the substitution uki =
ui(kη + x0):

üki +
∑
j

(
u̇ki u̇

k−1
j ζ(uki − uk−1

j ) + u̇ki u̇
k+1
j ζ(uki − uk+1

j )
)

− 2
∑
j ̸=i

u̇ki u̇
k
j ζ(u

k
i − ukj ) + (ck−1(t)− ck(t))u̇ki = 0

with the function ck(t) given by

ck(t) =
1

β

∑
i,j=1

u̇ki u̇
k+1
j ζ(uki − uk+1

j ).
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The Hamiltonian formulation. The �eld extension of the RS system is an in�nite
dimensional Hamiltonian system. It is more convenient to consider its lattice version.We
introduce canonical variables uki , p

k
i with the Poisson brackets

{pki , plj} = {uki , ulj} = 0, {uki , plj} = δijδkl.

On the lattice with n sites and periodic boundary conditions, the Hamiltonian has the
form

H =
β

η

n∑
k=1

logHk,

where

Hk =
∑
i

eηp
k
i

∏
j=1

σ(uki − uk−1
j )∏

j ̸=i
σ(uki − ukj )

.

The �rst group of Hamiltonian equations is

u̇ki =
∂H
∂pki

=
β

Hk

ηeηp
k
i

∏
j=1

σ(uki − uk−1
j )∏

j ̸=i
σ(uki − ukj )

.

Taking time derivative of the both sides (after taking logarithms), we obtain:

ηṗki =
üki
u̇ki

−
∑
j=1

(u̇ki − u̇k−1
j )ζ(uki − uk−1

j ) +
∑
j ̸=i

(u̇ki − u̇kj )ζ(u
k
i − ukj ) + ∂t logHk .

To write down the second group of Hamiltonian equations,

ṗki (x) = − ∂H
∂λki

,

we consider the variation

ηδH = β
n∑

k=1

δHk

Hk

=
n∑

k=1

N∑
i,l=1

u̇ki ζ(u
k
i − uk−1

l )(δuki − δuk−1
l )−

n∑
k=1

N∑
i ̸=l

u̇ki ζ(u
k
i − ukl )(δu

k
i − δukl ).

Changing the summation indices as k → k + 1 and i↔ l where necessary, we have:

ηδH =
n∑

k=1

N∑
i,l=1

u̇ki ζ(u
k
i − uk−1

l )δuki +
n∑

k=1

N∑
i,l=1

u̇k+1
l ζ(uki − uk+1

l )δuki

−
n∑

k=1

N∑
i ̸=l

(u̇ki + u̇kl )ζ(u
k
i − ukl )δu

k
i .

Hence we see that

ηṗki = −
N∑
l=1

u̇ki ζ(u
k
i − uk−1

l )−
N∑
l=1

u̇k+1
l ζ(uki − uk+1

l ) +
N∑
l ̸=i

(u̇ki + u̇kl )ζ(u
k
i − ukl ).

9



Comparing this with the expression for ṗki obtained by di�erentiating of the equations
from the �rst group, we �nd:

üki
u̇ki

+
N∑
l=1

u̇k+1
l ζ(uki − uk+1

l ) +
N∑
l=1

u̇k−1
l ζ(uki − uk−1

l )− 2
N∑
l ̸=i

u̇kl ζ(u
k
i − ukl ) + ∂t logHk = 0.

Problem. Show that
∂t logHk = ck−1(t)− ck(t),

where

ck(t) =
1

β

∑
i,j=1

u̇ki u̇
k+1
j ζ(uki − uk+1

j ).

So, we have reproduced the equations of motion for the �eld RS system.

The limit η → 0. Let us show that the limit η → 0 gives the �eld CM system. The limit
is not simple. The easiest way is to �nd it for the Hamiltonian density. It is convenient
to come back to the di�erence version of the �eld RS system with the continuous space
variable x and the Hamiltonian density

H(x) =
β

η
log

 N∑
i=1

eηpi(x)σ(ui(x)− ui(x− η))
N∏
l ̸=i

σ(ui(x)− ul(x− η))

σ(ui(x)− ul(x))

 .
The canonical Poisson brackets are

{pi(x), pj(y)} = {ui(x), uj(y)} = 0, {ui(x), pj(y)} = δijδ(x− y).

The Hamiltonian is the integral
∫
H(x)dx. All calculations are similar to the ones done

for the lattice version; although the derivatives with respect to the canonical variables
uki , p

k
i become variations derivatives with respect to ui(x), pi(x). We are interested in

expansion of the Hamiltonian density in η as η → 0. We have:

H(x) =
β

η
log

[
η

N∑
i=1

(
1 + ηpi +

1

2
η2p2i +O(η3)

)
(u′i −

1

2
ηu′′i +

1

6
η2u′′′i +O(η3)

)

× exp
( N∑
j ̸=i

(
ηu′jζ(ui − uj)−

1

2
η2u′′j ζ(ui − uj)−

1

2
η2u′j

2℘(ui − uj) +O(η3)
)) ,

where prime means x-derivative.

Let us make the canonical transformation

pi −→ p̃i = pi −
u′′i
2u′i

+
N∑
j ̸=i

u′jζ(ui − uj), ui −→ ui.

Problem. Check that this transformation is indeed canonical.

For the proof that {p̃i(x), p̃j(y)} = 0, one should use of the identities

f(x)δ′′(x− y)− f(y)δ′′(y − x) = −
(
f ′(x)δ′(x− y)− f ′(y)δ′(y − x)

)
,
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f(x)δ′(x− y) + f(y)δ′(y − x) = −f ′(x)δ(x− y).

Note that in the limit η → 0 the evolution in x in the 2D Toda chain becomes
evolution in t, so

lim
η→0

N∑
i=1

u′i(x) = β,

and we get the expansion in the form

H(x) = const − (1 +O(η))H1(x)−
η

2
H2(x) +O(η2),

where

H1(x) =
N∑
i=1

p̃iu
′
i

is the density of the �rst Hamiltonian (an analog of the total momentum), while

H2(x) = −
N∑
i=1

p̃2iu
′
i +

1

4

N∑
i=1

u′′i
2

u′i
− 1

3

N∑
i=1

u′′′i +
1

β

(∑
i

p̃iu
′
i

)2

−1

2

N∑
i ̸=j

(u′′i u
′
j − u′′ju

′
i)ζ(ui − uj) +

1

2

N∑
i ̸=j

(u′iu
′
j
2 + u′ju

′
i
2)℘(ui − uj).

This is the Hamiltonian density of the �eld CM system (up to adding a full derivative
term, which does not in�uence the equations of motion).
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