
Integrable systems of particles and nonlinear

equations. Lecture 1
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*

The CM system with rational potential

In 1971, F.Calogero introduced a system of interacting quantum particles on the line
with pairwise interaction potential that is proportional to the inverse square of distance
between the particles. Later the classical version of this system was considered by Moser
who revealed a remarkable algebraic structure of the system. At present, this system is
usually called the Calogero-Moser (CM) system of particles.

The Hamiltonian and equations of motion. The state of the system is characterized
by coordinates and momenta of the particles xi, pi, i = 1, . . . , N with the canonical
Poisson brackets {xi, xj} = {pi, pj} = 0, {xi, pj} = δij. All particles are regarded as
identical. Let us set their mass to be equal to 1

2
. The Hamiltonian has the form

H =
N∑
i=1

p2i − g2
∑
i ̸=j

1

(xi − xj)2
.

The parameter g2 is a coupling constant. If g is real, than the particles attract each
other, if it is purely imaginary, the interaction is repulsive. Without loss of generality one
can put g = 1 that can be achieved by the transformation xi → gxi. The Hamiltonian
equations of motion are obtained by the standard rule:

ẋi =
∂H

∂pi
= 2pi,

ṗi = −∂H

∂xi

= −4g2
∑
j ̸=i

1

(xi − xj)3
,

where dot means the time derivative. From this we can �nd the Newtonian equations of
motion:

ẍi = −8g2
∑
j ̸=i

1

(xi − xj)3
.

It immediately follows that the center of masses x̄ =
1

N

∑
i

xi moves with a constant

velocity.
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The Lax representation. The key to the proof of integrability of the CM system
is representation of the equations of motion as a condition of commutativity of some
matrices (the Lax representation). It was found by Moser in 1975. Consider two matrices
L, M of size N×N with matrix elements

Lij = −δijpi −
g(1− δij)

xi − xj

,

Mij = −2gδij
∑
k ̸=i

1

(xi − xk)2
+

2g(1− δij)

(xi − xj)2
.

The matrix L is called the Lax matrix, while the pair of matrices L, M is called the Lax
pair. Let us show that the equations of motionof the CM system are equivalent to the
matrix equation

L̇+ [L,M ] = 0,

which is called the Lax equation. Note that the matrix Lax equation is an overdetermined
system of equations as soon as it containsN2 relations (according to the number of matrix
elements), while there are only N equations of motion. As we shall see below, our matrices
L, M are such that the non-diagonal elements of the left-hand side of the Lax equation
vanish identically, and one is left with just N relations which imply vanishing the diagonal
elements. These relations are just the equations of motion.

Let us note here that the Lax representation is not unique. As we will see later, there
exist an one-parametric family of Lax pairs leading to the same equations of motion.

For convenience of the calculations, we introduce matrices A, B with zeros on the
main diagonal and matrix elements

Aij =
1− δij
xi − xj

, Bij =
1− δij

(xi − xj)2
,

and also diagonal matrices X, D with diagonal elements

Xii = xi, Dii =
∑
k ̸=i

1

(xi − xk)2
,

then

L = −1

2
Ẋ − gA, M = 2gB − 2gD.

Clearly, Ȧ = [B, Ẋ]. The calculation of the left-hand side of the Lax equation yields:

L̇+ [L,M ] = −1

2
Ẍ + 4g2([A,D]− [A,B]).

Problem. Prove the identity

[A,D]− [A,B] = D′,

where D′ is the diagonal matrix with the elements

D′
ij = −2δij

∑
k ̸=i

1

(xi − xk)3
.
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Therefore, the Lax equation is reduced to equality of two diagonal matrices:

Ẍ = 4D′,

which contains all the N Newtonian equations of motion.

Integrals of motion. The Lax representation implies existence of an in�nite set of
integrals of motion (N of which are independent). Consider, for example, the quantities

Hk = trLk, k = 1, 2, 3, . . . .

By virtue of the Lax equation and the cyclic property of the trace, we have:

Ḣk = ktr(L̇Lk−1) = ktr([M,L]Lk−1) = ktr(MLLk−1 − LMLk−1) = 0.

It is easy to see that the Lax representation means that in the process of the time
evolution the Lax matrix undergoes an isospectral transformation: L(t) = UL(0)U−1,
where the matrix U is such that M = U̇U−1. Hence all eigenvalues of the Lax matrix
are conserved quantities. The �rst N integrals of motion Hk = trLk, k = 1, . . . , N are
functionally independent. Here are the �rst few of them:

H1 = −
∑
i

pi,

H2 = H =
∑
i

p2i − g2
∑
i ̸=j

1

(xi − xj)2
,

H3 = −
∑
i

p3i + 3g2
∑
i ̸=j

pi
(xi − xj)2

,

H4 =
∑
i

p4i − 2g2
∑
i ̸=j

pipj + 2p2i
(xi − xj)2

−+g4
∑
i ̸=j

1

(xi − xj)4
+ 2g4

∑
[ijk]

1

(xi − xj)2(xj − xk)2
,

where the last sum goes over all distinct indices i, j, k. One sees that −H1 = P is the total
momentum of the system and H2 = H is the Hamiltonian. The rest integrals of motion
are sometimes called the higher Hamiltonians. Like H2, they de�ne certain Hamiltonian
�ows in the phase space. By tk we will denote the time variable corresponding to the �ow
with the Hamiltonian Hk. For example, the �ow with the Hamiltonian H3 is de�ned by
the equations

∂t3xi =
∂H3

∂pi
= −3p2i + 3g2

∑
j ̸=i

1

(xi − xj)2
,

∂t3pi = −∂H3

∂xi

= 6g2
∑
j ̸=i

pi + pj
(xi − xj)3

.

Below we will prove that the Hk's are in involution, so all these �ows are compatible,
the higher Hamiltonians are integrals of motion for each other and the CM system is a
completely integrable Hamiltonian system.
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Involutivity of the integrals of motion. Following the method suggested in [?], we
will prove that all eigenvalues of the Lax matrix (and thus all the higher Hamiltonians
Hk) are in involution.

Suppose that the Lax matrix is diagonalizable, which is the case of general position.
Let λ, µ be two its distinct eigenvalues, c = (c1, . . . , cN)

T, b = (b1, . . . , bN)
T be the

corresponding right eigenvectors (column-vectors), and c̃ = (c̃1, . . . , c̃N), b̃ = (b̃1, . . . , b̃N)
be the left eigenvectors (row-vectors):

Lc = λc, Lb = µb,

c̃L = λc̃, b̃L = µb̃.

Let us normalize them by the conditions

(c̃, c) =
∑
i

c̃ici = 1, (b̃,b) =
∑
i

b̃ibi = 1.

By di�erentiation of the eigenvalue equations with respect to pi, xi, we obtain the relations

∂λ

∂pi
=

(
c̃,

∂L

∂pi
c
)
,

∂λ

∂xi

=
(
c̃,

∂L

∂xi

c
)

and similar relations for the derivatives of µ. Plugging here our matrix L expressed
through the coordinates and momenta, we �nd:

∂λ

∂pi
= −c̃ici,

∂λ

∂xi

= g
∑
k ̸=i

c̃ick − c̃kci
(xi − xk)2

.

Now we can �nd the Poisson bracket {λ, µ}:

{λ, µ} =
∑
i

( ∂λ
∂pi

∂µ

∂xi

− ∂λ

∂xi

∂µ

∂pi

)

= g
∑
i

−c̃ici
∑
k ̸=i

b̃ibk − b̃kbi
(xi − xk)2

+ b̃ibi
∑
k ̸=i

c̃ick − c̃kci
(xi − xk)2

 .
Multiplying the equation ∑

k

Likck = λci

by bi, and the equation ∑
k

Likbk = µbi

by ci, and subtracting them from each other after that, we obtain the relation

cibi =
g

λ− µ

∑
k ̸=i

bkci − ckbi
xi − xk

,
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and, similarly,

c̃ib̃i = − g

λ− µ

∑
k ̸=i

b̃kc̃i − c̃kb̃i
xi − xk

.

Substituting this into the above formula for {λ, µ}, we get:

{λ, µ} =
g2

λ− µ

∑
i

∑
j ̸=i

bjci − cjbi
xi − xj

∑
l≠i

c̃ib̃l − b̃ic̃l
(xi − xl)2

+
∑
j ̸=i

b̃j c̃i − c̃j b̃i
xi − xj

∑
l ̸=i

cibl − bicl
(xi − xl)2



=
g2

λ− µ

∑
i

∑
j,l ̸=i

[
1

(xi − xj)(xi − xl)2
+

1

(xi − xl)(xi − xj)2

]
(bjci − cjbi)(c̃ib̃l − b̃ic̃l)

=
g2

λ− µ

∑
i

∑
j,l ̸=i

[
1

(xi − xl)2
− 1

(xi − xj)2

]
1

xl − xj

(bjci − cjbi)(c̃ib̃l − b̃ic̃l).

Rearranging the terms and re-denoting the summation indices, we arrive at the following
expression:

{λ, µ} =
g2

λ− µ

∑
i

∑
l ̸=i

c̃ib̃l − b̃ic̃l
(xi − xl)2

∑
j ̸=i

bjci − cjbi
xl − xj

− g2

λ− µ

∑
j ̸=i

bjci − cjbi
(xi − xj)2

∑
l ̸=i

c̃ib̃l − b̃ic̃l
xl − xj

.

Multiply the equation

−pici − g
∑
l ̸=i

1

xi − xl

cl = λci

by bj the equation

−pibi − g
∑
l ̸=i

1

xi − xl

bl = µbi

by cj, and subtract them from each other. As a result, we get:

g
∑
l ̸=i

clbj − blcj
xi − xl

= µbicj − λcibj + pi(bicj − cibj).

In a similar way, we obtain the relation

g
∑
l ̸=i

c̃lb̃j − b̃lc̃j
xl − xi

= µb̃ic̃j − λc̃ib̃j + pi(b̃ic̃j − c̃ib̃j).

Plugging this into the formula for {λ, µ}, we �nd:

{λ, µ} =
gλ

λ− µ

∑
j ̸=i

c̃icjbib̃j − c̃jcibj b̃i
(xi − xj)2

− gµ

λ− µ

∑
j ̸=i

cic̃j b̃ibj − cj c̃ibib̃j
(xi − xj)2

.

It is obvious that each of the two sums here vanishes. Indeed, the expression under the
sum is antisymmetric with respect to permutations of the indices i, j. Therefore, we have
proved that the Poisson brackets between the eigenvalues of the Lax matrix are zero, and
so the integrals of motion Hk are in involution.
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Linearization of the CM dynamics in the space of matrices (the projection
method). The CM dynamics can be linearized in a space that is larger than the N -
dimensional con�guration space of the system. This larger space is the space of matrices
of size N íà N . It turns out that if a matrix from this space linearly depends on time, then
the dynamics of its eigenvalues coincides with the dynamics of CM particles. This method
of an implicit solving of the equations of motion is also called the projection method
because the free dynamics in the space of matrices, being projected to a smaller space
gives the dynamics of our system with a non-trivial interaction. The simplest example
is the projection of a linear motion along a line in the plane on the radial direction (the
distance between a point on the line and the origin). If the line does not contain the
origin, the dependence of the radial distance on time is non-trivial.

More precisely, we will show that eigenvalues of the matrix X0 − 2tL0 (where X0 =
diag(x1(0), . . . , xN(0)), L0 = L(0) is the Lax matrix at t = 0), which we denote as
xi = xi(t), move as particles in the CM system. At t = 0 the eigenvalues coincide with
the initial values of the coordinates xi(0).

Let V = V (t) be a matrix that diagonalizes the matrix X0 − 2tL0:

X0 − 2tL0 = V XV −1,

where X = X(t) = diag(x1(t), . . . , xN(t)). Obviously, V (0) = I, where I is the unity
matrix. The matrix V is de�ned up to multiplication from the right by a diagonal matrix.
We �x this freedom by imposing the condition

V e = e,

where e is the column vector such that all its components are equal to 1: e = (1, . . . , 1)T.

Let us show that L = V −1L0V is the Lax matrix at the time t. To this end, we note
that the matrix L0 id characterized by the commutation relation

[X0, L0] = g(I − E),

where E = e eT is the matrix of rank 1 with all the matrix elements being equal to 1, and
. X0 = X(0). Let us check that the matrices L = V −1L0V and X at the time t satisfy
the same commutation relation. Indeed,

[X,L] = [V −1X0V − 2tV −1L0V, V
−1L0V ] = V −1[X0, L0]V = g(I − V −1e eTV ).

By virtue of the normalization condition we have V −1e = e. Note that the diagonal
elements of the matrix in the left-hand side are equal to 0, hence eTV = eT, and so the
right-hand side equals g(I − E), i.e., we have

[X,L] = g(I − E).

This commutation relation allows one to �nd the non-diagonal elements of the matrix L:

Lij = − g

xi − xj

, i ̸= j.

The next step is to di�erentiate the equality X0 − 2tL0 = V XV −1 with respect to
time. After a simple calculation this yields:

2L = −Ẋ + [M,X],
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where M = −V −1V̇ . This relation allows one to �x the diagonal elements of the matrix
L: Lii = −1

2
ẋi. Hence L is indeed the Lax matrix of the CM system at the time t.

Substituting it into the above equality and written everything in matrix elements, we
obtain:

2Lij = Mij(xj − xi), i ̸= j,

hence the non-diagonal elements of the matrix M are:

Mij = − 2Lij

xi − xj

=
2g

(xi − xj)2
, j ̸= j.

Its diagonal elements are �xed by the normalization condition V e = e which implies that
Me = 0, i.e.,

Mii = −
∑
j ̸=i

Mij = −2g
∑
j ̸=i

1

(xi − xj)2
.

So, we have shown that the matrices L and M introduced above form the Lax pair for
the CM system. The time derivative of the relation L = V −1L0V gives the Lax equation
L̇+ [L,M ] = 0, and the equations of motion for xi(t) follow from it.

Our next goal is to extend the above statement about the linearization to the higher
Hamiltonian �ows. We will show that the eigenvalues of the matrixX0−ktkL

k−1
0 depending

on the time tk move as the CM particles in the �ow with the Hamiltonian Hk.

First of all, we should derive the Hamiltonian equations of motion. We have:

∂xi

∂tk
=

∂

∂pi
trLk = k tr

(∂L
∂pi

Lk−1
)
= −k(Lk−1)ii,

∂pi
∂tk

= − ∂

∂xi

trLk = −k tr
( ∂L
∂xi

Lk−1
)
.

Problem. Prove the identity

2
∂L

∂xi

= [Ei,M ],

where Ei is the matrix whose matrix elements are all equal to 0 except the ii-element on
the diagonal which is equal to 1.

This identity allows one to write the equations of motion in the form

∂xi

∂tk
= −k(Lk−1)ii,

∂pi
∂tk

= −k

2
[M,Lk−1]ii.

They imply the relation

∂tkLab =
k

2
[M,Lk−1]aaδab − kg(1− δab)

(Lk−1)aa − (Lk−1)bb
(xa − xb)2

,

which we will need later.
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Let V be a matrix that diagonalizes the matrix X0 − ktkL
k−1
0 :

X0 − ktkL
k−1
0 = V XV −1,

where X = diag(x1, . . . , xN). To simplify the notation, we denote it by the letter V , the
same as for k = 2 (see above), but one should keep in mind that it may depend on k. This
matrix is de�ned up to multiplication from the right by a diagonal matrix. We �x this
freedom by imposing the normalization condition V e = e, as above. Introduce matrices
the L = V −1L0V , Mk = −V −1∂tkV . Note that the normalization condition implies that
Mke = 0. As above, the di�erentiation with respect to tk leads to the relations

∂tkL = [Mk, L],

∂tkX = [Mk, X]− kLk−1.

The �rst one is the Lax equation for the higher (k-th) �ow. The second one allows to
�nd the matrix Mk. For its non-diagonal elements we immediately obtain:

(Mk)ab = −k(Lk−1)ab
xa − xb

, a ̸= b.

The diagonal elements can be found from the condition Mke = 0, which states that

(Mk)aa = −
∑
j ̸=a

(Mk)aj,

so

(Mk)ab = −k(1− δab)
(Lk−1)ab
xa − xb

+ kδab
∑
j ̸=a

(Lk−1)aj
xa − xj

.

At last, we will show that the Lax equation with this matrix Mk coincides with the
equation for ∂tkLab obtained above using the Hamiltonian equations of motion for the
k-th �ow. We write:

∂tkLab =
∑
j

(Mk)ajLjb −
∑
j

Laj(Mk)jb

=
∑
j ̸=a

(Mk)ajLjb −
∑
j ̸=b

Laj(Mk)jb + Lab((Mk)aa − (Mk)bb).

At b = a this gives ∂tkLaa =
1
2
k[M,Lk−1]aa, as it must be due to the equations of motion.

Consider now the more di�cult case a ̸= b. Substituting the explicit form of the matrices
L, Mk, we obtain:

∂tkLab = kg
∑
j ̸=a,b

(Lk−1)aj
(xa − xj)(xj − xb)

− kg
∑
j ̸=a,b

(Lk−1)jb
(xa − xj)(xj − xb)

−kg
∑
j ̸=a

(Lk−1)aj
(xa − xb)(xa − xj)

+ kg
∑
j ̸=b

(Lk−1)bj
(xa − xb)(xa − xj)

− k(Lk−1)ab
pa − pb
xa − xb

.
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To transform the �rst two sums, we use the identity

1

(xa − xj)(xj − xb)
=

1

(xa − xb)(xa − xj)
+

1

(xa − xb)(xj − xb)
.

After a rearranging the terms, we come to the following expression:

∂tkLab =
kg((Lk−1)bb − (Lk−1)aa

(xa − xb)2
+

k

xa − xb

Y,

where

Y = g
∑
j ̸=b

(Lk−1)aj − (Lk−1)bj
xj − xb

− g
∑
j ̸=b

(Lk−1)jb
xj − xb

+ g
∑
j ̸=a

(Lk−1)jb
xj − xa

− (pa − pb)(L
k−1)ab.

Problem. Prove that Y = 0.

Hint: express everything through matrix elements of the Lax matrix.

The rest expression

∂tkLab =
kg((Lk−1)bb − (Lk−1)aa

(xa − xb)2

at a ̸= b is just the one that was obtained before from the equations of motion. So, we
have achieved the linearization of the higher Hamiltonian �ows for the CM system and
obtained the Lax representation for them.

Self-duality. The rational CM system has an interesting property called self-duality.
In general, the duality transformation sends eigenvalues of the Lax matrix (the action-
type variables) to coordinates of the dual system, that us why this transformation is also
called the action-coordinate duality.

Let U be a matrix that diagonalizes the Lax matrix, i.e.,

L = UL̃U−1, L̃ = diag(λ1, . . . , λN).

It is de�ned up to multiplication from the right by a diagonal matrix. We �x this freedom
by imposing the condition

Ue = e.

Put
X̃ = U−1XU,

where X̃ is in general a non-diagonal matrix. It is easy to see that the relation

[X,L] = g(I − E)

becomes [X̃, L̃] = g(I − E), from which it follows that

X̃ij = ξiδij +
g(1− δij)

λi − λj

with some ξi. The variables (ξi, λi) are called dual variables, and the transformation

(pi, xi) → (ξi, λi)
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is called the duality transformation. We see that the matrix X̃ in the dual variables has
the same form as the Lax matrix in the original variables. The variables λi are usually
referred to as dual coordinates, and the ξi's are referred to as dual momenta. Below we
shall see that the duality is a canonical transformation1, so the Hamiltonians H̃k = trX̃k

de�ne dynamics in the dual variables which, because X̃ has the same form as the Lax
matrix of the original system, is the same (in the dual variables) as the CM dynamics.
This just means the self-duality of the system.

Let us prove that the duality transformation is canonical. The standard symplectic
form on the phase space of the CM system is

Ω =
∑
i

dpi ∧ dxi = tr(dX ∧ dL).

Consider the form
Ω̃ =

∑
i

dξi ∧ dλi = tr(dX̃ ∧ dL̃).

We will prove that Ω̃ = Ω, which just means that the transformation is canonical. The
proof is based on a simple technical lemma which we formulate as a problem.

Problem. Let X,Y be quadratic matrices of the same size, and put X̃ = UXU−1,
Ỹ = UY U−1. Then

tr(dX̃ ∧ dỸ ) = tr(dX ∧ dY )− dtr([X,Y ]U−1dU).

The proof consists in a direct calculation which we omit. In our case X̃ = U−1XU ,
L̃ = U−1LU (in the formulation of the problem above one should change U → U−1), and
the identity yields:

Ω̃ = tr(dX̃ ∧ dL̃) = tr(dX ∧ dL)− dtr([X,L]UdU−1)

= Ω− g dtr((I − E)UdU−1)

= Ω− g dtr(UdU−1) + Ωg dtr(eeTUdU−1).

The second and the third terms in the right-hand side are identically zero. Indeed, the
second term is equal to gtr(dUU−1∧dUU−1) = 0, and the third one vanishes by virtue of
the condition Ue = e. Therefore, Ω̃ = Ω and so the duality transformation is canonical.
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