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Universality in quantum dynamics

Artificial isolated quantum systems:

mutli-qubit  
systems

cold atoms NV centers in diamond,
polar molecules, 

….

trapped ions

Generally, even perfectly isolated systems thermalize→ 
quantum information is destroyed



Thermalization in quantum systems

• Classical dynamics: 
 
 
 

• Quantum dynamics: 
 
 
 
 
 
 

• Prevent exchange of information to avoid thermalization 

timechaos→ergodicity

e-iHt

time
thermal

[Srednicki’94]   
[Rigol,Dunjko,Olshanii’08]

x(t)x(0)

x’(0) x’(t)

𝜓(0) e-iHt 𝜓(0)

Eigenstate thermalization hypothesis:  
                                   eigenstates are thermal



Escaping thermalization

✴ Non-interacting systems 

✴ Bethe-ansatz integrability 

✴ Disorder
Anderson Insulator

Copyrighted free use, https://commons.wikimedia.org/w/index.php?curid=616754

“an example of a real physical system with  
an infinite number of degrees of freedom,  
having no obvious oversimplification,  
in which the approach to equilibrium  
is simply impossible” [Anderson’58]

P. W. Anderson 



Many-Body Localized phase 

• MBL = localized phase with interactions 
 
 

t
Ei

V

⚡

[Anderson, Fleishman’80] 

[Oganesyan,Huse’08] [Znidaric,Prosen’08] [Pal,Huse’10]

Limit of weak interactions: [Basko, Aleiner,Altshuler’05]  [Gorniy, Polyakov,Mirlin’05]

Numerical evidence:
Phenomenology: LIOMS
Experiments:  MBL in 1d and 2d systems, entanglement growth, etc

1/L

disorder WThermalizing phase MBL phase

?
This talk: 

Delocalization transition

[MS,Papic,Abanin’13] [Huse,Oganesyan,Nandkishore’13]

[Schreiber et al,’15] [Bordia et al,’16] [Choi et al’16] [Lukin et al,’18]



MBL transition

• New kind of a phase transition: nor classical nor quantum critical  
                                                  breakdown of thermalization

Microscopic approach

random hi ∈ [-W,W]; interactions Jz

XXZ spin-1/2 chain
[Pal, Huse’10] [….]

hi
J⟂ Jz ⚡

Numerics to study signatures

Phenomenological RG
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Effective description:

[Vosk,Huse,Altman ’15] 
[Potter,Vasseur&Parameswaran ’15]



MBL phaseDelocalized 

XXZ spin-1/2 chain

hi
J⟂ Jz ⚡

Microscopic models



Detecting delocalization transition in lattice models

• Level statistics:  
 

• ETH breakdown:

[Oganesyan,Huse,PRB’07]  
[MS,Moore,PRB’16]

Wigner-Dyson

Poisson
Transition

disorder W

r
There are many distinctions between the localized phase

at large random field h!hc and the delocalized phase at h
"hc. We call the latter the “ergodic” phase although pre-
cisely how ergodic it is remains to be fully determined.19 The
distinctions between the two phases all are due to differences
in the properties of the many-body eigenstates of the Hamil-
tonian, which of course enter in determining the dynamics of
the isolated system.

In the ergodic phase !h"hc", the many-body eigenstates
are thermal,20–23 so the isolated quantum system can relax to
thermal equilibrium under the dynamics due to its Hamil-
tonian. In the thermodynamic limit !L→#", the system thus
successfully serves as its own heat bath in the ergodic phase.
In a thermal eigenstate, the reduced density operator of a
finite subsystem converges to the equilibrium thermal distri-
bution for L→#. Thus the entanglement entropy between a
finite subsystem and the remainder of the system is, for L
→#, the thermal equilibrium entropy of the subsystem. At
nonzero temperature, this entanglement entropy is extensive,
proportional to the number of degrees of freedom in the sub-
system.

In the many-body localized phase !h!hc", on the other
hand, the many-body eigenstates are not thermal:2 the
“eigenstate-thermalization hypothesis”20–23 is false in the
localized phase. Thus in the localized phase, the isolated
quantum system does not relax to thermal equilibrium
under the dynamics of its Hamiltonian. The infinite system
fails to be a heat bath that can equilibrate itself. It is a
“glass” whose local configurations at all times are set by the
initial conditions. Here the eigenstates do not have extensive
entanglement, making them accessible to density-matrix-
renormalization-group–type numerical techniques.5 A limit
of the localized phase that is simple is J=0 with h!0. Here
the spins do not interact, all that happens dynamically is
local Larmor precession of the spins about their local-
random fields. No transport of energy or spin happens and
the many-body eigenstates are simply product states with
each spin either “up” or “down.”

Any initial condition can be written as a density matrix in
terms of the many-body eigenstates of the Hamiltonian as
$=#mn$mn$m%&n$. The eigenstates have different energies so
as time progresses the off-diagonal density-matrix elements
m!n dephase from the particular phase relations of the ini-
tial condition while the diagonal elements $nn do not change.
In the ergodic phase for L→# all the eigenstates are thermal
so this dephasing brings any finite subsystem to thermal
equilibrium. But in the localized phase the eigenstates are all
locally different and athermal, so local information about the
initial condition is also stored in the diagonal density-matrix
elements and it is the permanence of this information that in
general prevents the isolated quantum system from relaxing
to thermal equilibrium in the localized phase.

Our goals in this paper are !i" to present results in the
ergodic and localized phases that are consistent with the ex-
pectations discussed above and !ii", more importantly, to ex-
amine some of the properties of the many-body eigenstates
of our finite-size systems in the vicinity of the localization
transition to try to learn about the nature of this phase tran-
sition. Although the many-body localization transition has
been discussed by a few authors, there does not appear to be

any proposals for the nature !the universality class" of this
phase transition or for its finite-size scaling properties, other
than some very recent initial ideas in Ref. 10. It is our pur-
pose here to investigate these questions, extending the previ-
ous work of Oganesyan and Huse,4 who looked at the many-
body energy-level statistics of a related one-dimensional
model. Since the many-body eigenstates have extensive en-
tanglement on the ergodic side of the transition, it may be
that exact diagonalization !or methods of similar computa-
tional “cost”10" is the only numerical method that will be
able to access the properties of the eigenstates on both sides
of the transition.

III. DOES IT THERMALIZE?

As a first simple measure to probe how thermal the many-
body eigenstates appear to be, we have looked at the local
expectation value of the z component of the spin

mi%
!n" = &n$Ŝi

z$n%% !2"

at site i in sample % in eigenstate n. For each site in each
sample we compare this for eigenstates that are adjacent in
energy, showing the mean value of the difference: '$mi%

!n"

−mi%
!n+1"$(for various L and h in Fig. 1, where the eigenstates

are labeled with n in order of their energy. The square brack-
ets denote an average over states, samples, and sites. The
number of samples used in the data shown in this paper
ranges from 104 for L=8, to 50 for L=16 and some values of
h. In our figures we show one standard-deviation error bars.
Here and in all the data in this paper we restrict our attention
to the many-body eigenstates that are in the middle one third
of the energy-ordered list of states for their sample. Thus we
look only at high-energy states and avoid states that repre-
sent low temperature. In this energy range, the difference in
energy density between adjacent states n and !n+1" is of
order )L2−L and thus exponentially small in L as L is in-
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FIG. 1. !Color online" The natural logarithm of the mean differ-
ence between the local magnetizations in adjacent eigenstates !see
text". The values of the random field h are indicated in the legend.
In the ergodic phase !small h" where the eigenstates are thermal
these differences vanish exponentially in L as L is increased while
they remain large in the localized phase !large h".

ARIJEET PAL AND DAVID A. HUSE PHYSICAL REVIEW B 82, 174411 !2010"

174411-2

system size L [Pal and Huse, PRB’10]

Thermalizing phase disorder W

͠

MBL phase??

H =
X

i

~Si · ~Si+1 + hiS
z

i
random  hi ∈ [-W,W] 



Probes of MBL transition and scaling

• Extensive numerical study 
 
 
 
 
 
 

• Scaling collapse but unphysical exponent:  
 

• Alternatives?  
Scaling parameter for transition? [MS, Papic, Abanin, PRX’15]  

[Vosk, Huse, Altman, PRX’15]

[Luitz et al, PRB’15] 
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FIG. 3. (Color online) Entanglement entropy per site SE/L and
its variance σE , as a function of system size L for different disorder
strengths in the middle of the spectrum (left) and in the upper part
(right). The volume-law scaling leading to a constant SE/L for weak
disorder contrasts with the area law (signaled by a decreasing SE/L)
at larger disorder. Black line: SE/L for a random state [58]. Close to
the transition, the prefactor of the volume law is expected to converge
only for larger system sizes.

Krylov space methods [54] to compute the eigenpairs closest
to the shift energy E.

For each disorder realization, we first calculate the extremal
eigenenergies E0 and Emax used to define the normalized
energy target ϵ = (E − Emax)/(E0 − Emax) (we considered
the Sz = 0 sector of even-sized L = 12,14,16,18,20,22 and
Sz = 1 sector of L = 15,17,19). The shift-invert method,
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FIG. 4. (Color online) Bipartite fluctuations of half-chain mag-
netization as a function of disorder strength at ϵ = 0.3. Inset: Data
collapse using the best estimates for the critical disorder strength
hc = 3.09(7) and ν = 0.77(4).
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FIG. 5. (Color online) Participation entropy as a function of SP
0 =

ln(dimH) for q = 1,2 and ϵ = 0.4. In the ergodic phase (h = 1.8),
SP

q grows linearly with SP
0 while the linear scaling term vanishes

within our error bars in the localized regime (h = 4.8). Our fits (solid
lines; see text) constrain aq ∈ [0,1] and yield a logarithmic scaling
prefactor lq ≈ 2(1) at h = 4.8, consistent with a (slow) growth of SP

q

with system size in the localized phase.

based on a massively parallel LU decomposition [55,56],
is then used to calculate at least 50 eigenpairs with energy
densities closest to the targets ϵ = {0.05,0.1, . . . ,0.95}. Note
that this is a much more demanding computational task than for
the Anderson problem, as the number of off-diagonal elements
of H scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated between
50 and 250 samples). For each ϵ, observables are calculated
from the corresponding eigenvectors and averaged over target
packets and disorder realizations for each value of the disorder
strength h. As eigenvectors of the same disorder realization
are correlated, we found it crucial [51] to bin quantities over
all eigenstates of the same realization, and then compute
the standard error over these bin averages, in order not to
underestimate error bars. Investigating numerous quantities
allows one to check the consistency of our analysis and
conclusions.

Results and finite-size scaling analysis. We discuss the
transition between GOE and Poisson statistics, first using
the consecutive gap ratio r , shown in Fig. 2 (top) for
ϵ = 0.5. When varying the disorder strength h, we clearly
see a crossing around hc ∼ 3.7 between the two limiting
values. This crossing can be analyzed using a scaling form
g[L1/ν(h − hc)] which allows a collapse of the data onto a
single universal curve (see inset), yielding hc = 3.72(6) and
ν = 0.91(7) (see details of fitting procedure and error bar
estimates in Supplemental Material [57]).

The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ϵ and averaged
over disordered samples, also displays a crossing between
the two limit scalings KLGOE = 2 and KLPoisson ∼ ln(dimH)
(Fig. 2, bottom). A data collapse is very difficult to achieve for
KL due to a large drift of the crossing points. Nevertheless,
the distributions of KL plotted in insets, display markedly
different features. The perfect Gaussian distribution in the
ergodic phase (at h = 1) around the GOE mean value of 2 with
a variance decreasing with L provides strong evidence that
the statistical behavior of the eigenstates is well described by

081103-3
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FIG. 3. (Color online) Entanglement entropy per site SE/L and
its variance σE , as a function of system size L for different disorder
strengths in the middle of the spectrum (left) and in the upper part
(right). The volume-law scaling leading to a constant SE/L for weak
disorder contrasts with the area law (signaled by a decreasing SE/L)
at larger disorder. Black line: SE/L for a random state [58]. Close to
the transition, the prefactor of the volume law is expected to converge
only for larger system sizes.

Krylov space methods [54] to compute the eigenpairs closest
to the shift energy E.

For each disorder realization, we first calculate the extremal
eigenenergies E0 and Emax used to define the normalized
energy target ϵ = (E − Emax)/(E0 − Emax) (we considered
the Sz = 0 sector of even-sized L = 12,14,16,18,20,22 and
Sz = 1 sector of L = 15,17,19). The shift-invert method,
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FIG. 4. (Color online) Bipartite fluctuations of half-chain mag-
netization as a function of disorder strength at ϵ = 0.3. Inset: Data
collapse using the best estimates for the critical disorder strength
hc = 3.09(7) and ν = 0.77(4).

7 8 9 10 11 12 13 14

SP
0

0

2

4

6

8

10

12

14

S
P q

= 0.4

h = 1.8

h = 4.8

S
P
1

S
P
2

SP
1

SP
2

a1 =1.00±0.02, l1 =-0.56±0.69
a2 =1.00±0.01, l2 =-1.42±1.16
a1 =0.07±0.09, l1 =1.61±0.79
a2 =0.00±0.07, l2 =1.66±0.60

FIG. 5. (Color online) Participation entropy as a function of SP
0 =

ln(dimH) for q = 1,2 and ϵ = 0.4. In the ergodic phase (h = 1.8),
SP

q grows linearly with SP
0 while the linear scaling term vanishes

within our error bars in the localized regime (h = 4.8). Our fits (solid
lines; see text) constrain aq ∈ [0,1] and yield a logarithmic scaling
prefactor lq ≈ 2(1) at h = 4.8, consistent with a (slow) growth of SP
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with system size in the localized phase.

based on a massively parallel LU decomposition [55,56],
is then used to calculate at least 50 eigenpairs with energy
densities closest to the targets ϵ = {0.05,0.1, . . . ,0.95}. Note
that this is a much more demanding computational task than for
the Anderson problem, as the number of off-diagonal elements
of H scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated between
50 and 250 samples). For each ϵ, observables are calculated
from the corresponding eigenvectors and averaged over target
packets and disorder realizations for each value of the disorder
strength h. As eigenvectors of the same disorder realization
are correlated, we found it crucial [51] to bin quantities over
all eigenstates of the same realization, and then compute
the standard error over these bin averages, in order not to
underestimate error bars. Investigating numerous quantities
allows one to check the consistency of our analysis and
conclusions.

Results and finite-size scaling analysis. We discuss the
transition between GOE and Poisson statistics, first using
the consecutive gap ratio r , shown in Fig. 2 (top) for
ϵ = 0.5. When varying the disorder strength h, we clearly
see a crossing around hc ∼ 3.7 between the two limiting
values. This crossing can be analyzed using a scaling form
g[L1/ν(h − hc)] which allows a collapse of the data onto a
single universal curve (see inset), yielding hc = 3.72(6) and
ν = 0.91(7) (see details of fitting procedure and error bar
estimates in Supplemental Material [57]).

The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ϵ and averaged
over disordered samples, also displays a crossing between
the two limit scalings KLGOE = 2 and KLPoisson ∼ ln(dimH)
(Fig. 2, bottom). A data collapse is very difficult to achieve for
KL due to a large drift of the crossing points. Nevertheless,
the distributions of KL plotted in insets, display markedly
different features. The perfect Gaussian distribution in the
ergodic phase (at h = 1) around the GOE mean value of 2 with
a variance decreasing with L provides strong evidence that
the statistical behavior of the eigenstates is well described by
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Effect of local operators in the eigenstate basis 

• Effect of local perturbation on eigenstates: 
 
 
 

• New eigenstates are localized/delocalized?  

• Parameter: G = log
Vi,i+1

Ei � Ei+1

H ! H + V

H|ni = En|ni (H + V )|↵i = E↵|↵i
Vnm

MBL phase

G ⌧ 1
no resonances 
τ are local

Delocalized 

G � 1

strong mixing  
all spins perturbed

 [MS, Papic, Abanin,PRX’15]



Distribution of Thouless conductance

• Scaling parameter:

• Numerical results for XXZ spin chain: 
hi

J⟂

Jz

Thermalizing phase 

disorder W͠
MBL phase

V̂ = Sz
1

 [MS, Papic, Abanin,PRX’15]

G(L) = log
Vn,n+1

|En � En+1|
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Figure 2. Distribution of G = log (|Vnn+1|/�) across the MBL transition displays qualitatively di↵erent scaling with system
size. (a) For weak disorder (W = 0.5),when the system is in the ergodic phase, G increases with system size, and the distribution
shifts to the right. (b) At the MBL transition (W = 3.6), the distribution broadens but does not move. (c) In the MBL phase
(W = 5), G becomes smaller for larger systems, and the shape of the distribution is approximately gaussian.

as a function of the dimensionless energy density and
system size. The dimensionless energy density " (referred
to as “energy density” in the following, for simplicity) is
defined as " = (E�Emin)/(Emax�Emin), where Emin/max

are the energies of ground state (highest excited state) of
our system.

Figure 3 shows the system-size dependence of
hG("c, L)i for fixed "c = 0.45, which is the energy density
at which the delocalized phase is most robust. Similar to
the behaviour already observed for the distribution of G,
we see that the behaviour of averaged hG("c, L)i is quali-
tatively di↵erent at weak and strong disorder. At W . 3
we have dhG("c, L)i/dL > 0, and the second derivative
appears to be positive, signalling that larger systems be-
come more and more thermal. At strong disorder W � 4,
hG("c, L)i behaves according to Eq.(6), as expected in the
MBL phase. From Fig. 3 we identify the critical value of

hG
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Figure 3. Scaling of G("c, L) in the middle of the band with
the system size for di↵erent disorders W = 1.5, . . . , 5. Value
of disorder is shown on the right of each curve. From here the
critical disorder strength is determined as Wc = 3.6± 0.15.

disorder

Wc = 3.6± 0.15

using our criterion for the MBL transition, Eq. (7). This
agrees with the previous findings of Refs. [24].
Note that the behavior of hG("c, L)i in Fig. 3 is quali-

tatively similar to the scaling of the (phenomenological)
order parameter hlog gi considered in Ref. [28]. In par-
ticular, we also observe the non-monotonic dependence
of hG("c, L)i on L in the vicinity of the delocalization
transition for W < Wc. We also performed the scaling
collapse of the G for W < Wc [28], which yields a scal-
ing exponent ⌫ ⇡ 0.7 ± 0.1, again consistent with that
obtained in Ref. [24].
Using the same delocalization criteria, we can map out

the many-body mobility edge in the random-field XXZ
model. We define the many-body mobility edge to be at

W

"

Figure 4. Many-body mobility edge "(W ) as a function
of disorder. Blue (red) color indicates regions where hg(", L)i
decreases (grows) with L. Yellow regions correspond to points
where we cannot determine the behavior due to errorbars.
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size. (a) For weak disorder (W = 0.5),when the system is in the ergodic phase, G increases with system size, and the distribution
shifts to the right. (b) At the MBL transition (W = 3.6), the distribution broadens but does not move. (c) In the MBL phase
(W = 5), G becomes smaller for larger systems, and the shape of the distribution is approximately gaussian.
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system size. The dimensionless energy density " (referred
to as “energy density” in the following, for simplicity) is
defined as " = (E�Emin)/(Emax�Emin), where Emin/max

are the energies of ground state (highest excited state) of
our system.

Figure 3 shows the system-size dependence of
hG("c, L)i for fixed "c = 0.45, which is the energy density
at which the delocalized phase is most robust. Similar to
the behaviour already observed for the distribution of G,
we see that the behaviour of averaged hG("c, L)i is quali-
tatively di↵erent at weak and strong disorder. At W . 3
we have dhG("c, L)i/dL > 0, and the second derivative
appears to be positive, signalling that larger systems be-
come more and more thermal. At strong disorder W � 4,
hG("c, L)i behaves according to Eq.(6), as expected in the
MBL phase. From Fig. 3 we identify the critical value of
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Figure 3. Scaling of G("c, L) in the middle of the band with
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critical disorder strength is determined as Wc = 3.6± 0.15.

disorder

Wc = 3.6± 0.15

using our criterion for the MBL transition, Eq. (7). This
agrees with the previous findings of Refs. [24].
Note that the behavior of hG("c, L)i in Fig. 3 is quali-

tatively similar to the scaling of the (phenomenological)
order parameter hlog gi considered in Ref. [28]. In par-
ticular, we also observe the non-monotonic dependence
of hG("c, L)i on L in the vicinity of the delocalization
transition for W < Wc. We also performed the scaling
collapse of the G for W < Wc [28], which yields a scal-
ing exponent ⌫ ⇡ 0.7 ± 0.1, again consistent with that
obtained in Ref. [24].
Using the same delocalization criteria, we can map out

the many-body mobility edge in the random-field XXZ
model. We define the many-body mobility edge to be at
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Figure 4. Many-body mobility edge "(W ) as a function
of disorder. Blue (red) color indicates regions where hg(", L)i
decreases (grows) with L. Yellow regions correspond to points
where we cannot determine the behavior due to errorbars.
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Broad critical region: Thouless energy & fractality

• Matrix elements as “wave function”: 
✴ Energy structure of matrix elements → ‘Thouless energy’
✴ Scaling dimension → ‘fractality’
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From microscopic to phenomenological approach

Q: Analytical approach? 

Microscopic approach

random hi ∈ [-W,W]; interactions Jz

XXZ spin-1/2 chain
[Pal, Huse’10] [….]

hi
J⟂ Jz ⚡

Numerics is consistent
but: unphysical critical exponents

& broad critical region

Phenomenological RG
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Effective description:

[Vosk,Huse,Altman ’15] 
[Potter,Vasseur&Parameswaran ’15] 

[Dumitrescu,Vasseur&Potter ’17] 
[Thiery,Muller,DeRoeck’17]

But: numerics to study signatures
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q

I,T
⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Oversimplified RG

• Single parameter per block: ‘length’  
 
 
 

• At each RG step the shortest block is removed: 
 
 

• Simple rules → analytic solution for fixed point
• Issue: symmetry between MBL and thermal phases, pMBL = pthermal = 1/2 

[Zhang, Zhao, Devakul, Huse, PRB’16]

ℓ1 ℓ3ℓ2

ℓnew = ℓ1 + ℓ2 + ℓ3

7

problem of finding the eigenstates reduces to a hopping
problem, where the sites are product states |niL ⌦ |miR,
and hopping amplitudes are set by the operator VLR.
This problem bears many similarities with the case of a
local perturbation acting on a single system, discussed
above.

Previously in Section II we established that the MBL
transition corresponds to the critical regime of the ef-
fective hopping problem. In this case, we expect that
the eigenstates of the connected system |Ii are mul-
tifractal when expressed in the product basis |Ii =P

n,m A
I
nm|niL ⌦ |miR, with disorder-averaged partici-

pation ratios satisfying a relation Pq =
P

n,m |A
I
nm|

2q
/

D
�2⌧q . This is consistent with recent work [43] which

studied dynamical signatures of the fractality near the
MBL transition. We have tested and confirmed the mul-
tifractality of the hopping problem numerically (details
will be presented elsewhere). Although we are not aware
of a direct relation between entanglement entropy and
participation ratios in the many-body case (for the single-
particle problem such a relation does exist, see Ref. [32]),
it is natural to expect that the entanglement entropy of
half the system will be extensive, but sub-thermal:

Sent(L) ⇠ ↵sL, ↵ < 1,

where sL is the maximal (thermal entropy) of the sub-
system of size L. This agrees with the predictions of
Ref. [28]. We note that the above relation is expected
to hold for entanglement between two regions of approx-
imately equal size. If, on the other hand, one of the
subsystems is much smaller than the other one, its en-
tanglement entropy should approach the thermal value,
in accordance with the general arguments based on the
strong subadditivity of entanglement [44].

Next, we discuss the dynamics at the transition. As-
suming the analogy with the problem of ultrametric ran-
dom matrices, described above (although it should be
kept in mind that this analogy is almost certainly incom-
plete – in particular, in our case the o↵-diagonal matrix
elements follow a log-normal distribution rather than a
random distribution), we expect that at the transition
the typical relaxation time scale for a system of size L is
exponentially long in L,

⌧(L) ⇠
1

�(L)
= e

sL
, (10)

and therefore the transport at the transition will be
logarithmically slow, consistent with the predictions of
Refs. [28, 29]. Note that this is a time scale for both
dephasing, and the on-shell dynamics (transport) at the
MBL transition. For example, let us consider a setup
in which the left and right subsystems are initially dis-
connected, i.e., are prepared in an eigenstate | (0)i =
|n0iL ⌦ |m0iR, and the coupling between them is turned
on instantaneously at t = 0. In the MBL phase after
a quench, due to dephasing, the entanglement entropy
increases logarithmically, and this growth is unbounded

in an infinite system; but there is no transport (except
for rare resonances). At the transition, however, there is
transport of the z�component of spin polarization, which
can be characterized by its fluctuations in the left subsys-
tem as a function of time. Hence, both fluctuations of the
magnetization and entanglement growth are unbounded
in the thermodynamic limit and increase logarithmically
in time,

Sent(t) ⇠ ln t, hS
2
z,Li � hSz,Li

2
⇠ ln t, (11)

where Sz,L is the total z�projection of spin in the left
part. We expect that these laws will be generic and will
hold for a class of initial states, including the case when
the system is prepared in a product state (rather than in
a product state of eigenstates of the left and right parts).
We have studied the entanglement growth and spin

transport numerically to verify Eq. (11). We considered a
global quench in which the system is initially prepared in
a product state (random up-down configuration of spins),
and time evolved with the Hamiltonian in Eq. (8). Us-
ing exact diagonalization, we have been able to access
long-time dynamics in systems of up to L = 18 spins.
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Figure 5. Dynamics of entanglement entropy (a) and parti-
cle number fluctuations (b) across the MBL transition. The
system was initialized in a product state where each spins is
up or down. For entanglement entropy, the transition cor-
responds to faster-than logarithmic growth of entanglement.
The particle number fluctuations grow logarithmically in the
vicinity of the transition.

[MS,Papic,Abanin’15] 
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ED: transition  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Oversimplified → simplified RG

• ‘Asymmetric’ coarsening problem: 
 
 
 
 
 
 

• 2 parameter family of RGs, solution for any (𝜶,𝜷)

• Self-consistency constraint:  
 
 
 
 
 

• 𝜶 = ?… Use properties of transition to fix 𝜶 Anna  
Goremykina

ℓnew = ℓ1 + 𝜶 ℓ2 + ℓ3 ℓnew = ℓ1 + 𝜷 ℓ2 + ℓ3

𝜶 𝜷
Thermal ℓ2   →    MBL  𝜶ℓ2   →   Thermal 𝜶𝜷ℓ2   𝜶𝜷 = 1

Conserved generalized total length:  𝜶ℓtot + ℓtot  

random AFM  
spin chains 
𝜶=𝜷=-1 [Fisher PRB’94]



Coarse-grained equations and solutions

• Coarse grained description: distribution of thermal & insulating blocks 
 

• Flow with RG time  Γ =  min ℓ 
 
 
 
 

• Stationary distributions QI,T(η) at transition:
✴ solve for QI,T(η) → fixed point distributions
✴ linearize around  QI,T(η) → critical exponent
✴ fractality exponents → internal structure of blocks
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
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• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
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are well normalized and describe closely the eigenmodes
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Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
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Critical exponent ⌫

Away from the fixed point:
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f
I,T (⌘),

with
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1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠
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are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL
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In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:
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= ��, �
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d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `
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not contribute to ⌧

I
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• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1
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Fixed point solution for a finite ↵ = 1/�
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for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:
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so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p
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• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
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• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:

@Q
I
�(⌘)

@ ln�
= @⌘

⇥
(1 + ⌘)QI

�(⌘)
⇤
+Q

I
�(⌘)[Q

I
�(0)�Q

T
� (0)] +Q

T
� (0)✓(⌘ � ↵� 1)

Z ⌘�↵�1

0
d⌘

0
Q

I
�(⌘

0)QI
�(⌘ � ⌘

0
� ↵� 1), (1a)

@Q
T
� (⌘)

@ ln�
= @⌘

⇥
(1 + ⌘)QT

� (⌘)
⇤

| {z }
overall rescaling

+Q
T
� (⌘)[QT

� (0)�Q
I
�(0)]| {z }

decimation of the
smallest block

+Q
I
�(0)✓(⌘ � � � 1)

Z ⌘���1

0
d⌘

0
Q

T
� (⌘0)QT

� (⌘ � ⌘
0
� � � 1)

| {z }
creation of
a new block

. (1b)

Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q

I,T
⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =
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1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
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Critical exponent ⌫

Away from the fixed point:
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f
I,T (⌘),

with
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0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
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are well normalized and describe closely the eigenmodes
for finite but large �.
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Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations
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In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
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�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:
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• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧
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⇠ `T ,

⌧
I
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`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
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� (`). The associated

distributions ⇢
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q
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• They can be found exactly when ↵� = 1:
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,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0
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⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
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I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:

`
I
new = `

I
n�1 + ↵`

T
n + `

I
n+1, `

T
new = `

T
n�1 + �`

I
n + `

T
n+1.

!

ℓT1 ℓI1 ℓI2ℓT2 ℓT3

Tℓ3

Iℓ2

! Iℓ2

Tℓ1

Tℓ1

Tℓ3

Tℓ3

Tℓ2

Tℓ3

(a) (b)

(c)

Iℓ1
Iℓℓ3

+. + Tℓ2
Iℓℓ1

Iℓℓ3 + +!

ℓT1 ℓI1 ℓI2ℓT2 ℓT3

Iℓ2

! Iℓ2

++

Tℓ1

Tℓ1

Tℓ3

Tℓ3

Tℓ2
(a) (b)

(c)

Iℓ3

+. + Tℓ2
Iℓ1

Iℓℓ3 + +

Tℓ3

Tℓ3

.
.! Tℓ3

Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q

I,T
⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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total length in the UV

size of block in IR

pthermal =
α

1 + α

[Goremykina, Vasseur, MS, arXiv:1807.04285]



Physical justification of 𝜶→0 limit

• Critical point is MBL with p → 1; no fractal insulators dI → 1
• Motivation of rules: ‘length’ ~ transport time; times add  
 
 
 
 
 
 
 
 
 
 
 
 
 

• Limit 𝜶→0 and 𝜷→∞ recovers same physics if 𝜶𝜷 is finite

ℓnew = ℓ1 + 𝜶 ℓ2 + ℓ3  
 

𝜶 → 0

transport time ~ ℓ2

ℓnew = ℓ1 + 𝜷 ℓ2 + ℓ3  
 

𝜷 → ∞

transport time ~ exp(ℓ2/𝜉)

[Goremykina,Vasseur,MS, in preparation]

τI ∼ exp(ℓI /ξ)τT ∼ ℓT
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q
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⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
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are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
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(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:
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d�
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d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Kosterlitz-Thouless flow 

• Critical exponent ν diverges 

• Higher order expansion of fRG eqs: 
 
 

• Flow of ɣ, 𝜅 with cutoff:  

 

• Implications: 
✴ KT-like flow
✴ Power-law distribution of QT(η) in MBL phase

✴ MBL transition: <ℓ> diverges  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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `
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not contribute to ⌧
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new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1
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� (`). The associated
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
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• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e
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are well normalized and describe closely the eigenmodes
for finite but large �.
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Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
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with
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0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)
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are well normalized and describe closely the eigenmodes
for finite but large �.
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Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ
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In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:
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= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧
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⇠ `T ,

⌧
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`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q
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⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =
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1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
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• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
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Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `
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dT that are con-
tained in a T block of size ` after coarse graining, and
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Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p
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Interpretation of dT = 0 is discussed in the KT section.
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In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):
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• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:

`
I
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I
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T
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q

I,T
⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
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Critical exponent ⌫

Away from the fixed point:
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f
I,T (⌘),

with
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1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
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are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.
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In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:
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d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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tain number of lattice sites L, using the uniform dis-
order distribution [0, W ] as well as the localization length
⇣0 ⇠ 1/ log(1 + W

2) expected from the initially localized
noninteracting degrees of freedom. Second, the matrix
elements are initially allowed to couple the clusters in
an all-to-all manner. Although the interactions are still
exponentially short-ranged in the localized basis, this cor-
rectly reflects the fact that resonances can occur between
distant sites, if their energy mismatch is su�ciently small.
Third, in contrast to RGs of Refs. [29, 34, 35], regions
of the systems are not a priori identifiable as thermal or
insulating; instead, this is an emergent property of the
distribution of clusters, depending on if they grow or not,
as the case may be.

These RG rules are based simply on the strong disorder
assumption and asymptotic form of matrix elements in
the two phases. For g < 1, non-resonant, non-merging
clusters have their direct coupling turned o↵ �ij = 0,
capturing emerging l-bits in a locally MBL region. For
g > 1, resonant clusters merge and are assumed to be
locally fully thermal; the coupling to other clusters is given
by the ETH [11]. This procedure naturally encompasses
the avalanche mechanism as one of the possible scenarios
of cluster evolution [31]. In the RG, one may loosely
think of �ij as setting an inverse time-scale to resonate.
If �ij = 0, clusters i, j were not able to resonate on the
time-scale set by their direct coupling. However, the
same clusters might still resonate later, if mediated by
coupling to other clusters. A su�ciently large and strongly
coupled cluster can sequentially resonate with clusters
which separately had no direct coupling between each
other — the avalanche. As such a large cluster grows, the
matrix element evolution encodes an e↵ective length-scale
that plays an analogous role to ⇣.

The RG terminates if the entire system thermalizes, or
if no resonant bonds remain. The final state of the system
is characterized by a distribution of thermal clusters of
di↵erent sizes.

B. Numerical results

We use this RG procedure in simulations on a range of
system sizes between L = 600 and L = 4000 initial sites
with periodic boundary conditions as was done in [31],
but with larger numbers of disorder realizations: 107 (for
L  1000), 5 · 106 (for L = 1500) and 106 (for L � 2000).
We tune the system across the MBL transition using the
disorder strength W . We analyze the resulting cluster
distributions and compare them with the expectations of
Sections II B and III. In particular, we will analyze both
the form of the distribution at intermediate sizes as well
as the fully thermalized configurations.

Throughout this section, we will consider histograms
for the size of the largest cluster per disorder realization.
Since we are simulating a finite size L, there can at most
be a single cluster per disorder realization with x > L/2.
In fact, for sizes x > L/2, this distribution is identical

400 600 800 1000 1500
Cluster Size

101

102

103

104

105

Histogram of Largest Cluster

FIG. 4. Histograms of the number of sites (size) contained in
largest cluster for each disorder realization. The system size
is L = 1500. Di↵erent lines correspond to varying disorder
bandwidths W : W is regularly spaced from 2.04 to 2.20 in
units of 0.01, with three additional values W = 2.22, 2.24, 2.26.
The data fall in strict order from top to bottom (blue to gold)
according to increasing W . Standard errors are estimated
from the binomial distribution and indicated by the colored
intervals around the histogram points; the bin size is �x = 25.
At larger cluster sizes, the histograms show power-law behavior
with a continuously varying power as well as a thermal peak
close to system size L. The histograms are unnormalized; at
small numbers of counts, noise becomes dominant.

to the distribution of all clusters [69]. Note that this
distribution in a finite system is di↵erent from extreme
value distributions that emerge when sampling from an
infinite system. The advantage of this analysis is that each
disorder realization contributes equally to the average,
and therefore normalization of histograms with di↵erent
L can be meaningfully compared [70].

Figure 4 shows histograms of cluster size of systems
with L = 1500. This covers a range of parameters in W

starting from just above the MBL transition to deep in
the MBL phase. The distribution of cluster sizes decays
as a power-law and shows a finite-size ‘thermal peak’ of
clusters of size L, even in the MBL phase, corresponding to
a finite probability of fully thermalizing the finite system.

In the power-law regime, the histograms are consistent
with

p↵(x) /
L

x↵
. (7)

The factor L takes into account the overall density of
clusters of a given size in a finite system of size L; the

p(
cl
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dρ
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Phenomenological approach to KT picture

• Scaling variables: density of thermal regions  
                             decay of matrix elements: 

• Phenomenological flow:          
     always increases 
 
      decreases/grows if  

• Reduces to earlier picture if                   

                       and  

• Q1: are other RGs in this universality class?  

[Dumitrescu et al, arXiv:1811.03103]

[Thiery,Huveneers,Müller& 
De Roeck, arXiv:1706.09338][Dumitrescu,Vasseur&Potter, PRL 2017]
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= −ρζ−1 [Thiery,Huveneers,Müller 

&De Roeck, arXiv:1706.09338]

κ =
ζc

ζ
− 1 γ = ρ

3

an “avalanche” process where the initial thermal inclusion
will be able to repeatably absorb l-bits and grow until it
thermalizes the whole system. We note that this simple
picture relies on the assumption that the growing inclusion
obeys ETH at all steps, which was tested numerically [43].
In addition, this avalanche process is supported by exact
diagonalization studies on small system sizes [45, 46].

We emphasize that the growth of ETH bubbles by ab-
sorbing spins is controlled by the e↵ective interaction
matrix elements of these resonances, which have to be
carefully considered. Tracking the evolution of the e↵ec-
tive coupling strengths and the degree of instability to
thermalization at long distances is the purview of RG
methods, to which we now turn.

B. Kosterlitz-Thouless scaling

We now argue that the basic ingredients of the
avalanche discussed above give rise to a Kosterlitz-
Thouless scaling at the MBL transition, with minimal
additional assumptions. Already implicit in the avalanche
discussion is a degree of coarse graining, due to the pres-
ence of fully thermal regions at intermediate scales that
arise out of microscopic configurations. We shall proceed
with this picture, which is not tied to any specific model,
and will comment further on its validity below.

Given the presence of thermal regions that grow to
drive the delocalization transition, it is natural to work
with variables that capture the distributions of individual
locally thermal blocks and their e↵ectiveness in thermal-
izing neighboring regions. First, we identify the average
density of thermal blocks ⇢(`) as a scaling variable. Here
⇤ = ⇤0e

�` is the RG scale at which we are probing the
system and ⇤0 ⇠ 1/a is the cuto↵ scale set by the lattice
spacing a. As the second scaling variable, we identify the
length scale ⇣(`) that governs the e↵ective matrix element
�(`) ⇠ e

�x/⇣(`) at a distance x from the boundary of a
thermal block. These scaling variables control the distri-
butions of physical observables, that are themselves broad
at criticality due to the strong randomness inherent to
the MBL transition.

It remains to deduce the RG equations that describe
how ⇢, ⇣, transform as we run the RG flow to longer
length scales. Following the avalanche scenario outlined
above, we first demand that at any scale, the density of
thermal regions ⇢ increases (decreases) under the RG if
the typical localization length ⇣ at that scale is larger
(smaller) than some critical value ⇣c, corresponding to the
onset (absence) of avalanche processes. The simplest flow
equation consistent with this is

d⇢

d`
= b⇢ (⇣ � ⇣c) + . . . , (2)

where b ⇠ O(1) is a positive constant, and ellipsis denote
higher order terms in ⇢ and (⇣ � ⇣c). In RG language,
Eq. (2) indicates that thermal resonances are relevant if
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FIG. 2. Kosterlitz-Thouless RG flow obtained by integrating
Eqs. (2) and (3). The MBL phase corresponds to a line of fixed
points with ⇢ = 0 for ⇣ < ⇣c. For ⇣ > ⇣c even an infinitesimally
small bare density of resonances grows under RG, driving the
flow to the thermal phase. The dotted line denote a schematic
line of microscopic parameters, tuned e.g. by decreasing dis-
order strength W . Note that many RG trajectories initially
approach the MBL fixed line even if they eventually flow to
the thermal phase; this non-monotonicity naturally explains
why numerical simulations often overestimate the extent of
the MBL phase.

⇣ > ⇣c; they proliferate even when they are asymptotically
rare. Accordingly, we set ⇣

�1
c = log 2 [32].

Next, we consider the e↵ect of the resonant regions on
the matrix elements. Intuitively, ⇣ should be renormalized
by thermal spots, and must grow under coarse-graining.
Thermal inclusions can ‘shortcut’ the exponential decay of
matrix elements in the MBL phase, leading to an e↵ective
localization length ⇣ that is larger than the microscopic
one. To leading order, the simplest RG equation consis-
tent with this reads

d⇣
�1

d`
= �c⇢⇣

�1 + . . . , (3)

where c is a positive constant, and we assumed that ⇣

is not renormalized in the absence of thermal regions
(⇢ = 0). A similar equation can be derived from the ‘law
of halted decay’ of Ref. [32].

Equations (2) and (3) yield RG flows of the Kosterlitz-
Thouless form (Fig. 2), whose physical interpretation
we now discuss. For ⇣

�1
> ⇣

�1
c , these RG equations

admit a line of stable fixed points corresponding to the
MBL phase, where the e↵ective density of the thermal
regions vanishes at long wavelengths, i.e. ⇢1 ⌘ ⇢(` !

1) ! 0. Points along this line may be parameterized
by the fixed-point value of the typical localization length
⇣1 = ⇣(` ! 1). For ⇣

�1
< ⇣

�1
c , ⇢ is relevant and

flows to infinity, indicating the proliferation of thermal
spots: this is the delocalized, thermal phase. At the
critical point, ⇣

�1
1 jumps discontinuously, analogous to

the sti↵ness discontinuity in the usual XY transition [47].



Algebraic correlations in cluster RG

• Cluster RG 
 
 
 
 
 
 
 
 
 
 

• All-to-all couplings: L ⨉ L matrix as variable  

• RG is run numerically 

• Universality class of this RG?  

n1 n2 n1 + n2
x12

2n22n1

�(x12) & 2�(n1+n2)

2n1+n2

“Merging” Resonant Clusters: ignore substructure

[Potter,Vasseur&Parameswaran, PRX 2015] 
[Dumitrescu,Vasseur&Potter, PRL 2017]



Revisiting cluster RG: KT picture

• Scaling collapse:  
finite exponent 𝜈=3.2  
 
 
 

• Revisiting in view of KT picture
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FIG. 7. Normalized average ˆ̀
ave and typical ˆ̀typ cluster length. The typical length `typ = exp [log `], where [. . .] indicates

disorder averaging. The normalization ˆ̀
x = (`x � 1)/(L� 1) subtracts the contribution of single site clusters. Insets: scaling

collapses with ⌫ = 3.2 and Wc = 2.05 [ave] and ⌫typ = 2.1 and Wc = 1.99 [typ]. The typical plot has large finite size corrections
and the crossing points drift to higher W ; the typical and average crossings should agree with the true transition as L ! 1.
Nonetheless, the power ⌫typ = 2.1± 0.3 is consistent with extrapolations along cuts of constant ˆ̀ away from the crossing point
itself. The di↵erence in average and typical scaling is characteristic of a broad distribution and indicates that the transition is
rare events driven; this is necessary at an infinite randomness transition.

FIG. 8. Scaling collapse of entanglement ŝ(Lf) for di↵erent system fractions f = x/L. Here Wc = 2.05 and ⌫ = 3.2, indicating
a universal form of the volume law coe�cient (3). The f = 1/2 scaling collapse is shown in Fig. 2 (inset). As expected, the
L curves start separating due to finite size corrections sooner for smaller f . Nonetheless, even for f = 1/10, the collapse of
L = 3000, 4000 persists somewhat for W > Wc. The L = 4000 data are those shown in Fig. 5(b).
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tain number of lattice sites L, using the uniform dis-
order distribution [0, W ] as well as the localization length
⇣0 ⇠ 1/ log(1 + W

2) expected from the initially localized
noninteracting degrees of freedom. Second, the matrix
elements are initially allowed to couple the clusters in
an all-to-all manner. Although the interactions are still
exponentially short-ranged in the localized basis, this cor-
rectly reflects the fact that resonances can occur between
distant sites, if their energy mismatch is su�ciently small.
Third, in contrast to RGs of Refs. [29, 34, 35], regions
of the systems are not a priori identifiable as thermal or
insulating; instead, this is an emergent property of the
distribution of clusters, depending on if they grow or not,
as the case may be.

These RG rules are based simply on the strong disorder
assumption and asymptotic form of matrix elements in
the two phases. For g < 1, non-resonant, non-merging
clusters have their direct coupling turned o↵ �ij = 0,
capturing emerging l-bits in a locally MBL region. For
g > 1, resonant clusters merge and are assumed to be
locally fully thermal; the coupling to other clusters is given
by the ETH [11]. This procedure naturally encompasses
the avalanche mechanism as one of the possible scenarios
of cluster evolution [31]. In the RG, one may loosely
think of �ij as setting an inverse time-scale to resonate.
If �ij = 0, clusters i, j were not able to resonate on the
time-scale set by their direct coupling. However, the
same clusters might still resonate later, if mediated by
coupling to other clusters. A su�ciently large and strongly
coupled cluster can sequentially resonate with clusters
which separately had no direct coupling between each
other — the avalanche. As such a large cluster grows, the
matrix element evolution encodes an e↵ective length-scale
that plays an analogous role to ⇣.

The RG terminates if the entire system thermalizes, or
if no resonant bonds remain. The final state of the system
is characterized by a distribution of thermal clusters of
di↵erent sizes.

B. Numerical results

We use this RG procedure in simulations on a range of
system sizes between L = 600 and L = 4000 initial sites
with periodic boundary conditions as was done in [31],
but with larger numbers of disorder realizations: 107 (for
L  1000), 5 · 106 (for L = 1500) and 106 (for L � 2000).
We tune the system across the MBL transition using the
disorder strength W . We analyze the resulting cluster
distributions and compare them with the expectations of
Sections II B and III. In particular, we will analyze both
the form of the distribution at intermediate sizes as well
as the fully thermalized configurations.

Throughout this section, we will consider histograms
for the size of the largest cluster per disorder realization.
Since we are simulating a finite size L, there can at most
be a single cluster per disorder realization with x > L/2.
In fact, for sizes x > L/2, this distribution is identical

400 600 800 1000 1500
Cluster Size

101

102

103

104

105

Histogram of Largest Cluster

FIG. 4. Histograms of the number of sites (size) contained in
largest cluster for each disorder realization. The system size
is L = 1500. Di↵erent lines correspond to varying disorder
bandwidths W : W is regularly spaced from 2.04 to 2.20 in
units of 0.01, with three additional values W = 2.22, 2.24, 2.26.
The data fall in strict order from top to bottom (blue to gold)
according to increasing W . Standard errors are estimated
from the binomial distribution and indicated by the colored
intervals around the histogram points; the bin size is �x = 25.
At larger cluster sizes, the histograms show power-law behavior
with a continuously varying power as well as a thermal peak
close to system size L. The histograms are unnormalized; at
small numbers of counts, noise becomes dominant.

to the distribution of all clusters [69]. Note that this
distribution in a finite system is di↵erent from extreme
value distributions that emerge when sampling from an
infinite system. The advantage of this analysis is that each
disorder realization contributes equally to the average,
and therefore normalization of histograms with di↵erent
L can be meaningfully compared [70].

Figure 4 shows histograms of cluster size of systems
with L = 1500. This covers a range of parameters in W

starting from just above the MBL transition to deep in
the MBL phase. The distribution of cluster sizes decays
as a power-law and shows a finite-size ‘thermal peak’ of
clusters of size L, even in the MBL phase, corresponding to
a finite probability of fully thermalizing the finite system.

In the power-law regime, the histograms are consistent
with

p↵(x) /
L

x↵
. (7)

The factor L takes into account the overall density of
clusters of a given size in a finite system of size L; the
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FIG. 5. (a) Exponent ↵ of a power-law fit to the distribution of the histograms of largest cluster size. The histograms are fit
on the interval [0.5L, 0.85L] with a bin-size of �x = 10 (for L < 1500) or �x = 50 (otherwise). Mean values of ↵ are obtained by
resampling. The errors account for both the statistical error from resampling as well as the larger errors arising from varying
the binning and fitting intervals. The value ↵c = 2 predicted by KT theory is shown as the grey dashed line. (b) The fraction of
disorder samples where the largest cluster size x � 0.95L for various L. Errors are calculated from the binomial distribution,
but are smaller than the marker size. Crossing points between curves of neighboring L are indicated as black crosses and serve
as finite-size estimates of Wc. Standard errors of crossings are estimated from resampling the data. (c) The value of e↵ective
critical disorder Wc(L) slowly increases with the system size, illustrating the overestimation of the MBL phase on finite system
sizes. The data is obtained from crossing points in panel (b) [L̃ = (L1 + L2)/2 is the average length of neighboring curves] and
from values of W when ↵ = 2 in panel (a) [L̃ = L]. The finite size corrections are suppressed by a logarithm of system size,
consistent with KT scaling. Errors are estimates from resampling.

collapse for di↵erent L is shown in Fig. 6 in Appendix B.
The power ↵ varies smoothly with W and we show the
value obtained from a least-square fit for all L in Fig. 5(a).

The fact that the histogram remains power-law up
to large values of W even relatively deep in the MBL
phase provides evidence for the KT scaling picture with
scenario (ii) discussed in Section III. In contrast, for a
single relevant parameter, we would expect a crossover
from power-law (7) to an exponential behavior on a scale
set by the correlation length ⇠ ⇠ (W � Wc)�⌫ . Ref. [31]
analyzed the numerical data under this assumption and
had di�culties extracting ⇠ from the distribution of the
cluster sizes. Reconsidering this approach, we find that
the finite lower bound on ⇠ estimated in [31] arose from
lack of statistics. In the present simulations we increased
statistics by two orders of magnitude, yet we find that
the power-law behavior continues down to the new noise
floor (Fig. 6).

Apart from the power-law shape of histograms, KT
scaling with scenario (ii) predicts a precise form of the
exponent. In particular, the exactly solvable (but less
microscopic) RG of Ref. [35] predicts ↵ = 2+c

0p
W � Wc+

. . . near criticality for W � Wc. To first approximation,
Fig. 5(a) indeed shows ↵c = 2 at the critical point.

The thermal peak PL(W ) of the histograms itself shows
scaling behavior and its finite size crossings identify the
critical point [31]. In a simplified picture that ignores
the e↵ects of finite system size on the RG itself, this
thermal peak can be viewed as a natural consequence of
binning data on a finite interval: the last bin contains
the entire tail of the distribution. We therefore decom-
pose PL(W ) = Pth(W ) + �PL(W ), where Pth(W ) is the
thermal fraction in the infinite-size limit and �PL(W )
is the contribution of all finite clusters larger than L.

Based on consistency with one-parameter scaling, a finite
value of Pth(Wc) at criticality was advocated in Ref. [31].
The KT picture predicts this infinite size contribution
Pth(Wc) = 0. Nonetheless, it is consistent with a fi-
nite crossing of PL(Wc) because of the special form of
�PL(Wc) from eq. (7) with ↵c = 2. In particular

PL(Wc) =

Z 1

L
p2(x)dx ⇠ L

Z 1

L

dx

x2
⇠ O(1), (8)

is a constant of order one and independent of L up to
logarithmic corrections expected from KT scaling.

Figure 5(b) shows the fraction of samples where the
largest cluster has size x > 0.95L. This constitutes a mea-
sure of PL(W ) but accounts for broadening due to finite
size e↵ects beyond binning. We can define an e↵ective
critical point Wc(L), which takes into account finite-size
drift, by considering the crossing between curves of neigh-
boring L in (b). Figure 5(c) shows the values of Wc(L)
extracted in this way as well as a Wc(L) from where the
power-law fits of (a) have ↵ = 2. Within the errors set
by the fitting procedures, these curves agree with one
another. This agreement is entirely surprising: the ther-
mal fraction crossing is controlled by realizations with
clusters of size L, while the power-law fit is a property
of the realizations where the largest cluster has interme-
diate lengths. It is, however, natural if we assume a
single power-law form of cluster distribution (7) and the
special value of the exponent ↵c = 2 at criticality, both
provided by the KT theory. We emphasize that a power
law with any ↵c > 2 is inconsistent with the observed
crossing of PL(Wc). Finally, the size-dependent correc-
tions to Wc(L) are consistent with the form ⇠ 1/ log2

L,
expected for finite-size corrections at a conventional KT
transition [71].

po
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 𝜶

p(l) ∼
1
lα

[Dumitrescu,Vasseur&Potter, PRL 2017]

[Dumitrescu et al., arXiv:1811.03103]



Support for KT: power-law distributions

• Absence of cutoff even deep in the MBL phase (Wc=2.08) 
 
 
 
 
 
 
 

• Finite size effects scaling:  
 
 
 
 

• Everything is consistent with KT  
 

14

Appendix B: Histograms for various L and W
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FIG. 6. Histograms of the number of sites (size) contained in the largest cluster for each disorder distributions with di↵erent
system sizes L. The histograms are normalized both by the number of disorder realizations and the system size L. Standard
errors are indicated by the colored intervals; the bin size is �x = 25. For each dataset, the limit where there is only a single
count 1/(NdisL) is shown by dashed lines.
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Appendix B: Histograms for various L and W
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FIG. 6. Histograms of the number of sites (size) contained in the largest cluster for each disorder distributions with di↵erent
system sizes L. The histograms are normalized both by the number of disorder realizations and the system size L. Standard
errors are indicated by the colored intervals; the bin size is �x = 25. For each dataset, the limit where there is only a single
count 1/(NdisL) is shown by dashed lines.
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Appendix B: Histograms for various L and W
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FIG. 6. Histograms of the number of sites (size) contained in the largest cluster for each disorder distributions with di↵erent
system sizes L. The histograms are normalized both by the number of disorder realizations and the system size L. Standard
errors are indicated by the colored intervals; the bin size is �x = 25. For each dataset, the limit where there is only a single
count 1/(NdisL) is shown by dashed lines.
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FIG. 5. (a) Exponent ↵ of a power-law fit to the distribution of the histograms of largest cluster size. The histograms are fit
on the interval [0.5L, 0.85L] with a bin-size of �x = 10 (for L < 1500) or �x = 50 (otherwise). Mean values of ↵ are obtained by
resampling. The errors account for both the statistical error from resampling as well as the larger errors arising from varying
the binning and fitting intervals. The value ↵c = 2 predicted by KT theory is shown as the grey dashed line. (b) The fraction of
disorder samples where the largest cluster size x � 0.95L for various L. Errors are calculated from the binomial distribution,
but are smaller than the marker size. Crossing points between curves of neighboring L are indicated as black crosses and serve
as finite-size estimates of Wc. Standard errors of crossings are estimated from resampling the data. (c) The value of e↵ective
critical disorder Wc(L) slowly increases with the system size, illustrating the overestimation of the MBL phase on finite system
sizes. The data is obtained from crossing points in panel (b) [L̃ = (L1 + L2)/2 is the average length of neighboring curves] and
from values of W when ↵ = 2 in panel (a) [L̃ = L]. The finite size corrections are suppressed by a logarithm of system size,
consistent with KT scaling. Errors are estimates from resampling.

collapse for di↵erent L is shown in Fig. 6 in Appendix B.
The power ↵ varies smoothly with W and we show the
value obtained from a least-square fit for all L in Fig. 5(a).

The fact that the histogram remains power-law up
to large values of W even relatively deep in the MBL
phase provides evidence for the KT scaling picture with
scenario (ii) discussed in Section III. In contrast, for a
single relevant parameter, we would expect a crossover
from power-law (7) to an exponential behavior on a scale
set by the correlation length ⇠ ⇠ (W � Wc)�⌫ . Ref. [31]
analyzed the numerical data under this assumption and
had di�culties extracting ⇠ from the distribution of the
cluster sizes. Reconsidering this approach, we find that
the finite lower bound on ⇠ estimated in [31] arose from
lack of statistics. In the present simulations we increased
statistics by two orders of magnitude, yet we find that
the power-law behavior continues down to the new noise
floor (Fig. 6).

Apart from the power-law shape of histograms, KT
scaling with scenario (ii) predicts a precise form of the
exponent. In particular, the exactly solvable (but less
microscopic) RG of Ref. [35] predicts ↵ = 2+c

0p
W � Wc+

. . . near criticality for W � Wc. To first approximation,
Fig. 5(a) indeed shows ↵c = 2 at the critical point.

The thermal peak PL(W ) of the histograms itself shows
scaling behavior and its finite size crossings identify the
critical point [31]. In a simplified picture that ignores
the e↵ects of finite system size on the RG itself, this
thermal peak can be viewed as a natural consequence of
binning data on a finite interval: the last bin contains
the entire tail of the distribution. We therefore decom-
pose PL(W ) = Pth(W ) + �PL(W ), where Pth(W ) is the
thermal fraction in the infinite-size limit and �PL(W )
is the contribution of all finite clusters larger than L.

Based on consistency with one-parameter scaling, a finite
value of Pth(Wc) at criticality was advocated in Ref. [31].
The KT picture predicts this infinite size contribution
Pth(Wc) = 0. Nonetheless, it is consistent with a fi-
nite crossing of PL(Wc) because of the special form of
�PL(Wc) from eq. (7) with ↵c = 2. In particular

PL(Wc) =

Z 1

L
p2(x)dx ⇠ L

Z 1

L

dx

x2
⇠ O(1), (8)

is a constant of order one and independent of L up to
logarithmic corrections expected from KT scaling.

Figure 5(b) shows the fraction of samples where the
largest cluster has size x > 0.95L. This constitutes a mea-
sure of PL(W ) but accounts for broadening due to finite
size e↵ects beyond binning. We can define an e↵ective
critical point Wc(L), which takes into account finite-size
drift, by considering the crossing between curves of neigh-
boring L in (b). Figure 5(c) shows the values of Wc(L)
extracted in this way as well as a Wc(L) from where the
power-law fits of (a) have ↵ = 2. Within the errors set
by the fitting procedures, these curves agree with one
another. This agreement is entirely surprising: the ther-
mal fraction crossing is controlled by realizations with
clusters of size L, while the power-law fit is a property
of the realizations where the largest cluster has interme-
diate lengths. It is, however, natural if we assume a
single power-law form of cluster distribution (7) and the
special value of the exponent ↵c = 2 at criticality, both
provided by the KT theory. We emphasize that a power
law with any ↵c > 2 is inconsistent with the observed
crossing of PL(Wc). Finally, the size-dependent correc-
tions to Wc(L) are consistent with the form ⇠ 1/ log2

L,
expected for finite-size corrections at a conventional KT
transition [71].
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Outlook 

• Analytically solvable family of RGs:

• Kosterlitz-Thouless universality class: 
thermal segments in MBL phase: 
 
 
 

• Supported by phenomenological RG 

• Open questions: 
✴ universality class of other phenomenological RGs?  

✴ connection to microscopic models

ℓnew = ℓ1 + 𝜶 ℓ2 + ℓ3

ℓnew = ℓ1 + 𝜷 ℓ2 + ℓ3
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:

`
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q

I,T
⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

Thermal γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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• Analytically solvable family of RGs:

• Kosterlitz-Thouless universality class: 
thermal segments in MBL phase: 
 
 
 

• Supported by phenomenological RG 

• Open questions: 
✴ universality class of other phenomenological RGs?  

✴ connection to microscopic models
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:

`
I
new = `

I
n�1 + ↵`

T
n + `

I
n+1, `

T
new = `

T
n�1 + �`

I
n + `

T
n+1.

!
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:

@Q
I
�(⌘)

@ ln�
= @⌘

⇥
(1 + ⌘)QI

�(⌘)
⇤
+Q

I
�(⌘)[Q

I
�(0)�Q

T
� (0)] +Q

T
� (0)✓(⌘ � ↵� 1)

Z ⌘�↵�1

0
d⌘

0
Q

I
�(⌘

0)QI
�(⌘ � ⌘

0
� ↵� 1), (1a)

@Q
T
� (⌘)

@ ln�
= @⌘

⇥
(1 + ⌘)QT

� (⌘)
⇤

| {z }
overall rescaling

+Q
T
� (⌘)[QT

� (0)�Q
I
�(0)]| {z }

decimation of the
smallest block

+Q
I
�(0)✓(⌘ � � � 1)

Z ⌘���1

0
d⌘

0
Q

T
� (⌘0)QT

� (⌘ � ⌘
0
� � � 1)

| {z }
creation of
a new block

. (1b)

Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q

I,T
⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

Thermal γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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and ↵ = � = 0 [35]. These solutions were obtained by considering the Laplace transform of the probability distribution
function, �I,T (p) =

R
1

0 d⌘e
�p⌘

Q
I,T
⇤ (⌘). Although the Laplace transform of Eqs. (2) for general values of ↵ and �

does not allow for analytic solution, below we demonstrate that it allows to constraint the boundary values of fixed
point solutions I0 ⌘ Q

I
⇤
(0) and T0 ⌘ Q

T
⇤
(0).

When written in terms of Laplace image of probability distributions, �I,T (p), equations (2) with vanishing left hand
side read:

p�
0

I(p) = p�I(p)��I(p)(T0 � I0) + T0�
2
I(p)e

�p(1+↵)
� I0, (S4)

p�
0

T (p) = p�T (p)+�T (p)(T0 � I0) + I0�
2
T (p)e

�p(1+�)
� T0. (S5)

These equations are supplemented by the boundary conditions �I(0) = 1,�T (0) = 1, that are equivalent to the
normalization of the stationary distribution functions QI,T

⇤ (⌘). Using these boundary conditions and setting p = 0 in
Eqs. (S4) we obtain the following relations:

(I0 + T0 � 1)�0

I(0) = T0(1 + ↵)� 1, (I0 + T0 � 1)�0

T (0) = I0(1 + �)� 1. (S6)

Clearly, setting I0 + T0 = 1, fixes the boundary terms as I0 = ↵/(1 + ↵) and T0 = 1/(1 + ↵), restricting the possible
values of ↵ and �: ↵� = 1. As discussed in the main text, these boundary values are important since they set the
probability of system to be insulating/thermal at the fixed point. Moreover, the condition I0 + T0 = 1 is equivalent
to the asymptotic conservation of the total length `tot ⇠ �N� at the fixed point (N� is the total number of blocks at
cuto↵ �). Writing Eq. (S2) in the di↵erential form, we obtain dN�/d� = �(I0+T0)N�/�. Thus, provided I0+T0 = 1
we have N� ⇠ 1/�, and `tot ⇠ const.

Once we fixed the values of I0, T0, the system (2) separates into two decoupled equations, which can be solved
in a piecewise manner. The solutions that we get are in perfect agreement with the numerical simulations of the
RG procedure, see Fig. S1. In order to numerically simulate the RG flow we start with the Ntot segments. The
thermal/insulating blocks correspond to the even/odd elements of the array. The length of thermal and insulating
segments are initially taken from a box distribution of a certain widths WT and WI . We fix value of WT = 100, and
use value of W = WI as a tuning parameter. Then, the blocks are merged according to the rules so that in the end
one is left with the two blocks, the largest of which defines the phase. The transition can be found by varying W

and plotting the probability to end in thermal phase as a function of W , see Fig. S1(a). The resulting finite-size data
collapses well when plotted as a function of rescaled disorder strength, when we use the value of critical exponent
obtained analytically, see Fig. S1(b).

After approximately determining the value of disorder approximately corresponding to the transition, we run the
RG procedure for a system with Ntot = 106 blocks initialized at critical value of disorder. When the number of
remaining blocks is N  5 · 103 we calculate the properly rescaled distributions of thermal and insulating segments.
This procedure is repeated for at least 250 disorder realizations, the resulting average distributions are shown in the
right panel of Figure S1(c). We observe a perfect agreement between the analytical results for QI

⇤
(⌘) and numerical

simulation. The agreement for Q
T
⇤
(⌘) is less spectacular, as thermal segments generally have broader distributions,

and are expected to be more sensitive to the error in determining the critical value of disorder, Wc = 337± 0.25.

(a) (b) (c)

Figure S1. Numerical simulation of RG for ↵ = 1/10. Left panel shows the probability to have the insulator in the end of
RG flow for di↵erent number of initial blocks. The dashed line shows the theoretical prediction for the probability to get an
insulator, T0 = 10/11, which coincides with the crossing of curves. Center panel shows the resulting scaling collapse of the
curves, where we used the value of exponent 1/⌫ = 0.298 extracted from analytical solutions. Right panel compares the results
of numerical simulation with the analytic predictions for the fixed point distributions.

Numerical checks of analytic solution 

• Numerical implementation: transition for 𝜶=1/10, 𝜷=10  
 
 
 
 
 
 
 
 

• Distributions at the critical point 
(no fitting parameters)
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and ↵ = � = 0 [35]. These solutions were obtained by considering the Laplace transform of the probability distribution
function, �I,T (p) =

R
1

0 d⌘e
�p⌘

Q
I,T
⇤ (⌘). Although the Laplace transform of Eqs. (2) for general values of ↵ and �

does not allow for analytic solution, below we demonstrate that it allows to constraint the boundary values of fixed
point solutions I0 ⌘ Q

I
⇤
(0) and T0 ⌘ Q

T
⇤
(0).

When written in terms of Laplace image of probability distributions, �I,T (p), equations (2) with vanishing left hand
side read:

p�
0

I(p) = p�I(p)��I(p)(T0 � I0) + T0�
2
I(p)e

�p(1+↵)
� I0, (S4)

p�
0

T (p) = p�T (p)+�T (p)(T0 � I0) + I0�
2
T (p)e

�p(1+�)
� T0. (S5)

These equations are supplemented by the boundary conditions �I(0) = 1,�T (0) = 1, that are equivalent to the
normalization of the stationary distribution functions QI,T

⇤ (⌘). Using these boundary conditions and setting p = 0 in
Eqs. (S4) we obtain the following relations:

(I0 + T0 � 1)�0

I(0) = T0(1 + ↵)� 1, (I0 + T0 � 1)�0

T (0) = I0(1 + �)� 1. (S6)

Clearly, setting I0 + T0 = 1, fixes the boundary terms as I0 = ↵/(1 + ↵) and T0 = 1/(1 + ↵), restricting the possible
values of ↵ and �: ↵� = 1. As discussed in the main text, these boundary values are important since they set the
probability of system to be insulating/thermal at the fixed point. Moreover, the condition I0 + T0 = 1 is equivalent
to the asymptotic conservation of the total length `tot ⇠ �N� at the fixed point (N� is the total number of blocks at
cuto↵ �). Writing Eq. (S2) in the di↵erential form, we obtain dN�/d� = �(I0+T0)N�/�. Thus, provided I0+T0 = 1
we have N� ⇠ 1/�, and `tot ⇠ const.

Once we fixed the values of I0, T0, the system (2) separates into two decoupled equations, which can be solved
in a piecewise manner. The solutions that we get are in perfect agreement with the numerical simulations of the
RG procedure, see Fig. S1. In order to numerically simulate the RG flow we start with the Ntot segments. The
thermal/insulating blocks correspond to the even/odd elements of the array. The length of thermal and insulating
segments are initially taken from a box distribution of a certain widths WT and WI . We fix value of WT = 100, and
use value of W = WI as a tuning parameter. Then, the blocks are merged according to the rules so that in the end
one is left with the two blocks, the largest of which defines the phase. The transition can be found by varying W

and plotting the probability to end in thermal phase as a function of W , see Fig. S1(a). The resulting finite-size data
collapses well when plotted as a function of rescaled disorder strength, when we use the value of critical exponent
obtained analytically, see Fig. S1(b).

After approximately determining the value of disorder approximately corresponding to the transition, we run the
RG procedure for a system with Ntot = 106 blocks initialized at critical value of disorder. When the number of
remaining blocks is N  5 · 103 we calculate the properly rescaled distributions of thermal and insulating segments.
This procedure is repeated for at least 250 disorder realizations, the resulting average distributions are shown in the
right panel of Figure S1(c). We observe a perfect agreement between the analytical results for QI

⇤
(⌘) and numerical

simulation. The agreement for Q
T
⇤
(⌘) is less spectacular, as thermal segments generally have broader distributions,

and are expected to be more sensitive to the error in determining the critical value of disorder, Wc = 337± 0.25.

(a) (b) (c)

Figure S1. Numerical simulation of RG for ↵ = 1/10. Left panel shows the probability to have the insulator in the end of
RG flow for di↵erent number of initial blocks. The dashed line shows the theoretical prediction for the probability to get an
insulator, T0 = 10/11, which coincides with the crossing of curves. Center panel shows the resulting scaling collapse of the
curves, where we used the value of exponent 1/⌫ = 0.298 extracted from analytical solutions. Right panel compares the results
of numerical simulation with the analytic predictions for the fixed point distributions.
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Introduction
Many-body localization phase transition (MBLT) is a new
type of dynamical phase transition that separates ther-
malizing and many-body localized phase. Different meth-
ods were used to describe MBLT:
• Exact diagonalization which suffers from finite-size ef-

fects and predicts unphysical critical exponents [1].

• Coarse-grained renormalization group (RG) schemes
[2-4] provide a consistent picture, but evade analyti-
cal description. Mean-field solution [5] partially agrees
with these results.

• Recent simplified analytically solvable model [6] has un-
physical symmetry between MBL and thermal phases.

Below we extend the RG [6] by removing an unphysical
symmetry between the MBL and thermal phases. We
identify MBLT with an extreme limit of asymmetry be-
tween MBL and thermal phases and recover KT flow in
this limit.

Renormalization group rules
At each RG step the smallest block � ⌘ min `n is merged with its neighbors into a new block according to the rules:

`
I
new = `

I
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T
n + `

I
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T
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Ref. [6] solved the RG for ↵ = � = 1. Let us motivate a different choice of
parameters:
• The lengths `

T,I set the tunneling times through the blocks ⌧
T,I : ⌧

T
⇠ `T ,

⌧
I
⇠ e

`I/⇠, where ⇠ is a bare localization length. ) T block almost does
not contribute to ⌧

I
new in the ITI move ) ↵ ! 0.

• Self-consistency condition, see Figure (c): the contribution of each segment
does not depend on its previous history in the RG ) ↵� = 1

Flow equations for the distribution of block lengths

Let us denote the probability of lengths distributions – a fraction of I,T blocks of length ` as : ⇢
I,T
� (`). The associated

distributions ⇢
I,T
� (`) = (1/�)QI,T

� (⌘) are defined in terms of the rescaled length ⌘ = (`� �)/�. The decimation of
blocks induces a following flow:
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Fixed point solution for a finite ↵ = 1/�

• Fixed point solutions Q
I,T
⇤ (⌘) of Eqs. (1) can be found

for any ↵,�, which requires a self-consistent calculation
of the initial values Q

I
⇤(0) ⌘ I0, QT

⇤ (0) ⌘ T0.

• They can be found exactly when ↵� = 1:

I0 =
1

1 + �
, T0 =

�

1 + �
,

so that I0 + T0 = 1.

• Physical meaning of boundary conditions: probabil-
ity of getting localized at the critical point is
described by pI = T0

I0+T0
⇠ 1 when � ! 1.

• Limit of � ! 1 is also justified by a power-law dis-
tribution of thermal inclusions at the transition:
Q

T
⇤ (⌘) ⇠ 1

(1+⌘)2

Critical exponent ⌫

Away from the fixed point:

Q
I,T
� (⌘) = Q

I,T
⇤ (⌘) + �1/⌫

f
I,T (⌘),

with
R
1

0 d⌘ f
I,T (⌘) = 0. Relevant perturbation: ⌫ > 0.

• Linearizing Eqs. (1), we obtain an eigenvalue system,
(1/⌫)fI,T (⌘) = ÔI,T f

I,T (⌘), where ÔI,T is a certain lin-
ear integro-differential operator.

• Numerical extrapolation suggests 1/ log(1 + �) decay of
1/⌫ with � = 1/↵.

• The eigenmodes in the limit ↵ ! 0

f
I(⌘) ⇠ (1� I0⌘)e

�I0⌘ , f
T (⌘) ⇠

1� log(1 + ⌘)

(1 + ⌘)2

are well normalized and describe closely the eigenmodes
for finite but large �.

ln#-1

Marginal critical exponent requires going to higher orders
of perturbation theory ) we come up instead with an

ansatz (2), describing the Kosterlitz-Thouless type flow!

Fractal dimensions and Griffiths effects

Fractal dimensions dI,T characterize the spatial structure
of the blocks. E.g., dT quantifies the scaling of the total
length of microscopic T segments `

T
f / `

dT that are con-
tained in a T block of size ` after coarse graining, and
that were thermal at all RG steps.

! ∝	ℓℓ ≡%
&'

ℓ

Finding values of dI,T at the fixed point analytically re-
duces to an eigenvalue problem.

• Fractal insulating regions are unphysical, requiring
dI = 1, which is valid for 8�,↵ ! 0.

• For the thermal phase dT (�) ⇠ 1/ log(1 + �).

• dI,T are related to the probability distributions. Value
of dI = 1 implies that an I block of size ` requires
O(`) rare microscopic events with a small probability
p ) I blocks occur with an exponential probability p

`.
Interpretation of dT = 0 is discussed in the KT section.

Kosterlitz-Thouless flow equations

MBL

γ

"
0 1-1

In the limit ↵ ! 0 we recover a number of properties characterstic
of MBLT. However, ⌫ diverges and we expect different scaling. We
propose a following ansatz for the flow Eqs. (1):

Q
I
�(⌘) = �e

��⌘
, Q

T
� (⌘) =

1 + 

(1 + ⌘)2+
, (2)

For small � the approximate flow equations read:

�
d�

d�
= ��, �

d

d�
= ��(1 + ). (3)

• The critical point, �, ! 0, is a smooth continuation of the MBL phase, described by the line of fixed points (like
in the usual KT). It is also confirmed by the analytical calculation of dT at the critical point and in the insulating
phase, which become equal asymptotically and scale as dT (�) = log 2/ log(2 + �) ! 0.

• Fractal dimension dT ! 0 implies that thermal inclusions of size ` require only O(log `) independent rare microscopic
events with small probability p and hence occur with the expected power-law probability pT (`) ⇠ p

O(log `)
⇠ 1/`2+,

see Eq. (2).

• The correlation length that sets the crossover to the phases diverges as ⇠ / exp(c/
p

|W �Wc|), where c is some
non-universal positive constant.

• The average size of thermal and localized blocks diverges at the fixed point, while the typical size of thermal
blocks remains finite. The Eqs. (3) break down in the thermal phase, where � flows to strong coupling and  goes
to �1, corresponding to short I and infinitely broadly distributed T regions.

Comparison to other RGs: Our results are in sharp contrast with previous approaches that measured a finite critical
exponent ⌫, and that also observed a finite probability to thermalize at criticality drifting with system size [2-4]. The
presence of logarithmic finite size corrections characteristic of the KT transitions would make this scaling very hard to
observe on finite size systems.
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Figure S2. Eigenmodes f I,T (⌘) for 1/↵ = 10 are well fitted by our analytical predictions.

Figure 2b in the main text shows fit consistent with such asymptotic behavior, although with di↵erent prefactors.

The vanishing inverse critical exponent suggests that in the limit ↵ ! 0 another relevant perturbation may emerge.
In Section S4 below we discuss how one can gain intuition into the form of this perturbation using the eigenmodes
f
I,T (⌘) in the limit of small ↵.

S3: CALCULATION OF FRACTAL DIMENSIONS

Before presenting details of calculations, let us start with the discussion of the concept of fractal dimension and
its definition. Consider a thermal block at a particular step of our RG. If this block was never decimated before, we
call it “microscopic” segment. On the other hand, if this block was created at some stage of RG flow by decimating
other blocks, it is natural to ask what is its “microscopic” content. The fractal dimension can be used to quantify
such internal structure.

More specifically, the fractal dimension sets how the total length `
T of all the microscopic thermal blocks that have

been used during the RG to construct the given thermal block of length ` scales with `. A scaling

`
T
⇠ `

dT , 0 < dT < 1 (S17)

is a sign of a fractal structure of the thermal inclusions and dT is called a fractal dimension. The idea that the thermal
rare-regions are fractal was proposed in Ref. [20]. Due to unphysical symmetry present in the RG by Zhang et al.
[20], insulating inclusions would have the same fractal structure that was declared to be unphysical. Indeed, one
expects that rare fractal insulating inclusions should not be able to localize an otherwise typical thermal region, in
contrast to the rare thermal inclusions that may be su�cient for thermalization. Thus, the insulating blocks should
not be fractal. Below we discuss the calculation of fractal dimensions dT,I and show that the limit ↵ ! 0 provides
the expected value of dI = 1 implying absence of fractal insulating regions in this limit.

S3.1: Linearized equations for fractal dimensions

In order to calculate the fractal dimension we need to keep track of the total length of all microscopic thermal
(insulating) segments within a given region. We note that microscopic T (I) content of the given region can be
calculated using the same rules from Eq. (1) but with ↵ = � = 0. Thus, we introduce additional variable � = `

T
/�dT

that corresponds to the dimensionless `T and the joint probability distribution ⇢
T
� (⌘,�) = Q

T
� (⌘,�)/�

dT+1. Similarly,
we introduce the joint distribution for the insulator and use the same notation � = `

I
/�dI as the equations for

insulating and thermal fractal dimension are decoupled from each other. The condition for the stationary point of

Eigenmodes corresponding  
to leading eigenvalue 
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• New numerical data: power-law distributions even in MBL phase 
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